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Abstract

Real-time visual object tracking is an open problem in computer vision, with multiple
applications in the industry, such as autonomous vehicles, human-machine interaction,
intelligent cinematography, automated surveillance, and autonomous social navigation.
The challenge of tracking a target of interest is critical to all of these applications. Recently,
tracking algorithms that use siamese neural networks trained offline on large-scale
datasets of image pairs have achieved the best performance exceeding real-time speed on
multiple benchmarks. Results show that siamese approaches can be applied to enhance the
tracking capabilities by learning deeper features of the object’s appearance. SiamMask
utilized the power of siamese networks and supervised learning approaches to solve the
problem of arbitrary object tracking in real-time speed. However, its practical applications
are limited due to failures encountered during testing. In order to improve the robustness
of the tracker and make it applicable for the intended real-world application, two
improvements have been incorporated, each addressing a different aspect of the tracking
task. The first one is a data augmentation strategy to consider both motion-blur and low-
resolution during training. It aims to increase the robustness of the tracker against a
motion-blurred and low-resolution frames during inference. The second improvement is a
target template update strategy that utilizes both the initial ground truth template and a
supplementary updatable template, which considers the score of the predicted target for
an efficient template update strategy by avoiding template updates during severe occlu-
sion. All of the improvements were extensively evaluated and have achieved state-of-the-
art performance in the VOT2018 and VOT2019 benchmarks. Our method (VPU-SiamM)

has been submitted to the VOT-ST 2020 challenge, and it is ranked 16" out of 38
submitted tracking methods according to the Expected average overlap (EAO) metrics.
VPU_SiamM Implementation can be found from the VOT2020 Trackers repository".
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1. Introduction

Visual object tracking (VOT), commonly referred to as target tracking, is an open
problem in computer vision; this is due to a broad range of possible applications and

! https: //www.votchallenge.net/vot2020/trackers. html
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potential tracking challenges. Thus, it has been divided into sub-challenges according
to several factors, which include: the number of targets of interest, the number of
cameras, the type of data (i.e., medical, depth, thermal, or RGB images), static or
moving camera, offline or online (real-time) processing.

Visual object tracking is the process of estimating and locating a target over time in
a video sequence and assigning a consistent label to the tracked object across each
video sequence frame. VOT algorithms have been utilized as a building block in more
complex applications of computer vision such as traffic flow monitoring [1], human-
machine interaction [2], medical systems [3], intelligent cinematography [4], auto-
mated surveillance [5], autonomous social navigation [6] and activity recognition [7].
Real-time visual target tracking is the process of locating and associating the target of
interest in consecutive video frames while the action is taking place in real-time. Real-
time visual target tracking plays an inevitable role in time-sensitive applications such
as autonomous mobile robot control to keep track of the target of interest while the
viewpoint is changing due to the movement of the target or the robot. In such a
scenario, the tracking algorithm must be accurate and fast enough to detect sudden
changes in the observed environment and act accordingly to prevent losing track of
the quickly moving target of interest.

Since the start of the Visual-Object-Tracking(VOT) Real-time challenge in 2017,
Siamese network-based tracking algorithms have achieved top performance and won
in the VOT real-time challenge with a considerable margin over the rest of the
trackers. Nearly all top ten trackers applied the siamese network, and also the winners.
The dominant methodology in real-time tracking, therefore, appears to be associated.
A siamese network aims to learn a similarity function. It has a Y-shaped network
architecture that takes two input images and returns similarity as an output. Siamese
networks are utilized to compare the similarity between the template and the candi-
date images to determine if the two input images have an identical pattern(similarity).
In the past few years, a series of state-of-the-art siamese-based trackers have been
proposed, and all of them utilize embedded features by employing CNN to compute
similarity and produce various types of output, such as similarity score(probability
measure), response map (two-dimensional similarity score map), and bounding box
location of the target.

Luca Bertinetto et al. [8] proposed Siamese fully convolutional network
(SiameseFC) to addresses the broad similarity learning between a target image and
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Figure 1.
Fully-convolutional Siamese architecture. The output is a scalar-valued score map whose dimension depends on the
size of the search image [8].
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search image, as presented in Figure 1. According to the VOT winner rules, the
winning real-time tracker of the VOT2017 [9] was SiamFC. SiamFC applies a fully-
convolutional siamese network trained offline to locate an exemplar (template) image
inside a larger search image Figure 1. The network is fully convolutional w.r.t search
image: dense and efficient sliding window evaluation is achieved with a bilinear layer
that computes the cross-correlation of two inputs. The deep convolutional network is
trained offline with” ILSVRC VID” dataset [10] to address a general similarity learn-
ing problem and maximize target discrimination power. During tracking, SiamFC
takes two images and infers a response map using the learned similarity function. The
new target position is determined at the maximum value on the response map, where
it depicts a maximum similarity Figure 1. As improvement in Siamese based tracking
methods, Qiang Wang et al. [11] proposed SiamMask aiming to improve the ability of
the SiamFC network to differentiate between the background and the foreground by
augmenting their loss with a binary segmentation task. SiamMask is a depth-wise
cross-correlation operation performed on a channel-by-channel basis, to keep the
number of channels unchanged. The result of the depth-with cross-correlation indi-
cated as RoW (response of candidate window), then distributed into three branches,
respectively segmentation, regression, and classification branches Figure 2.

Seven of the top ten realtime trackers (SiamMargin [12], SlamDWST [13],
SiamMask [11], SiamRPNpp [14], SPM [15] and SiamCRF-RT) are based on siamese
correlation combined with bounding box regression. In contrast, the top performers
of the VOT2019 Real-time challenge are from the class of classical siamese correlation
trackers, and siamese trackers with region proposals [16]. Although these methods
showed a significant improvement, there was small attention on how to carefully
update the template of the target as time goes from the start of the tracking. In all top
performers, the target template is initialized in the first frame and then kept fixed
during the tracking process. However, diverse variations regarding the target usually
occur in the process of tracking, i.e., camera orientation, illumination change, self-
rotation, self-deformation, scale, and appearance change. Thus, failing to update the
target template leads to the early failure of the tracker. In such scenarios, it is crucial
to adapt the target template model to the current target appearance. In addition to
this, most of the tracking methods fail when motion-blurred frames or frames with
low-resolution appear in the video sequence, as depicted in Figures 3 and 4. We
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(a) three-branch variant architeciure
Figure 2.

An illustration of SiamMask with three branches, respectively segmentation, regression, and classification
branches; where * ; denotes depth-wise cross corrvelation [11].
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believe that this case arguably arises from the complete lack of similar training sam-
ples. Therefore one must incorporate a data-augmentation strategy to consider both
motion-blur and low-resolution during training to significantly increase the diversity
of datasets available for training without actually gathering new data.

2. Method

The problem of establishing a correspondence between a single target in consecu-
tive frames can be affected by factors such as initializing a track, updating it robustly,
and ending the track. The tracking algorithm receives an input frame from the camera
module and performs the visual tracking over a frame following a siamese network-
based tracking approach. Since developing a new tracking algorithm from scratch is
beyond the scope of this chapter, a state-of-the-art siamese-based tracking algorithm
called siammask [11], one of the top performers in the VOT2019 real-time challenge,
is used as a backbone of our tracking algorithm.

To mitigate the limitations associated with Siamese-based tracking methods. This
section presents two improvements on top of the SiamMask implementation.
VPU_SiamM Implementation can be found from VOT2020 Trackers repository®.

2.1 Data-augmentation

As mentioned in the introduction, the siamese-based tracker fails when motion-
blurred frames or frames with low-resolution appear in the video sequence, as
depicted in Figures 3 and 4. Therefore to address the problems, a tracking algorithm
should incorporate a data-augmentation strategy to consider both motion-blur and
low-resolution during training. Since data augmentation is a strategy that significantly
increases the diversity of datasets available for training without actually gathering
new data, it will require implementing the data augmentation techniques explained
through the following sub-sections.

(a) Tracking failure from car VOT2019  (b) Tracking failure from the soccer VOT-2019
dataset dataset

Figure 3.
An example of SiamMask failure due to motion-blur, green and yellow bounding box indicates ground truth and
predicted target vespectively.

* https: //www.votchallenge.net/vot2020/trackers. html
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(a) Tracking failure from agility VOT2019 (b) Tracking failure from handball

dataset VOT-2019 dataset
Figure 4.

An example of SiamMask failure due to low resolution, green and yellow bounding box indicates ground truth and
predicted target vespectively.

2.1.1 Data-augmentation for motion-blur

Kernel filters are a prevalent technique in image processing to blur images. These
filters work by sliding an # x 7 matrix across an image with a Gaussian blur filter,
resulting in a blurry image. Intuitively, blurring images for data augmentation could
lead to higher resistance to motion blur during testing [17]. Figure 5 illustrates an
example of a motion-blurred frame generated by the developed data-augmentation
technique.

2.1.2 Data-augmentation for low-resolution

We followed a Zhangyang Wang et al. [18] approach to generate a low-resolution
dataset. During training, the original (High Resolution) images are first downscaled
by scale = 4 and then upscaled back by scale = 4 with nearest-neighbor interpolation
as low-resolution images. A small additive Gaussian noise is added as a default data
augmentation during training. An illustrates of a low-resolution frame generated by
the developed data-augmentation technique is depicted in Figure 6.

Figure 5.
An example of motion blurred frame (left image) generated from original frame (vight image) using the developed
data-augmentation for motion-blur technique.
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(a) Original image. (b) down-scaled by scale=4. (c) up-scaled back by scale=4.

Figure 6.
An illustrates on how the low-vesolution data augmentation generation ave performed (from (a) to (c)).

2.2 Target template updating strategy

The target template update mechanism is an essential step, and its robustness has
become a crucial factor influencing the quality of the tracking algorithm. To tackle
this problem, more recent Siamese trackers [19-21] have implemented a simple linear
update strategy using a running average with a constant learning rate. However, A
simple linear update is often inadequate to cope with the changes needed and to
generalize to all potentially encountered circumstances. Lichao Zhang et al. [22] pro-
poses to replace the hand-crafted update function with a method that learns to update,
using a convolutional neural network called UpdateNet, aims to estimate the optimal
template for the next frame. However, excessive reliance on a single updated template
may suffer from catastrophic drift and the inability to recover from tracking failures.

One can argue the importance of the original initial and supplementary updatable
templates, which incorporate the up-to-date target information. To this end, we have
incorporated a template updates strategy that utilizes both the initial template
(ground truth template)T_G and an updatable template T"_i. Consequently, the initial
template T_G provides highly reliable information. It increases robustness against
model drift, whereas an updatable template T_i integrates the new target information
at the predicted target location given by the current frame. However, when a target is
temporarily occluded, such as when a motorbike passes through the forest and is
shielded by trees Figure 7, updating the template during occlusion is not required as it
may cause template pollution because of shield interference. Therefore, our system
needs to recognize if occlusion occurs and be able to decide whether to update the
template or not. Examples of occlusion in tracking are shown in Figures 7 and 8. As
depicted in Figures 7 and 8, when the target is occluded, the score becomes small,
indicating the similarity between the tracked target in the current frame and the

(a) No occlusion, (b) Partial occlusion, (c) Full occlusion, (d) No occlusion,
score: 0.995 score: 0.862 score: 0.446 score: 0.992
Figure 7.

Overview on how the target similarity scove (ved) varies under different occlusion scenavio during tracking process.
The similarity score is indicated in red color in the top left of each frame, VOT2019 road dataset. Where blue:
Ground truth, red: Tracking result.
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(a) No occlusion, (b) Full occlusion, (¢) Partial occlusion, (d) No occlusion,
score: 0.993 score: 0.621 score: 0.883 score: 0.995
Figure 8.

Overview on how the target similarity score varies under different occlusion scenario during tracking process,
VOTz2019 girl dataset. Where blue: Ground truth, ved: Tracking result.

template is low. Thus the response on the score value can be used as the criterion for
strategic decision. Figure 9 illustrates an overview of the method.

2.2.1 Updating with a previous and a future template

In 2.2 the target template update strategy considers the target appearance only
from the previous frame. However, in this section, we introduce an alternative tem-
plate update strategy that considers both the target appearance from the previous
frame and the target appearance in the future frame, which incorporates future
information of the target appearance by updating the updatable template T_i
described in 2.2. The template updating mechanism is shown in Figure 10. During
online tracking, the template updating and the tracking procedure works as follows:

1. Tracking procedure on the next frame i + 1 is applied using both the previously
updated target template T_i and the ground truth target template T_G.

Ground Truth Template (T_G)
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Figure 9.
Target template update strategy: Where T_G is the ground truth template, T_i is an updatable template, S™ is the
score threshold and P_box is the predicted target location.
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Figure 10.

Updating with a previous and a futuve template, where T_G is ground truth target template, T_i is previous target
template and T_i + 1 is future target template. Where green: Ground truth template, yellow: Updatable template,
blue: Tracking result.

2.Updatable template T_i is updated using the predicted target from the next
frame to incorporate a piece of future information about the target.

3.Tracking procedure again on the current frame is applied using both the updated
future target template T_i + 1 and the ground truth target template T_G.

First, a tracking procedure is applied using both the previous target template in T_i
and the ground truth template T_G to perform tracking on the next frame. Then the
updatable template T_i is updated using the predicted target on the next frame
incorporating a piece of future information about the target. Finally, a tracking pro-
cedure is again applied to the current frame using both the updated future target
template T_i + 1 and the ground truth template T_G.

3. Implementation
3.1 Training
The SiamMask implementation was trained using 4 Tesla V100 GPUs. In this

experiment, only the refinement module of the mask branch is trained. The training
process was carried out using COCO? and Youtube-vos* Datasets: The training was

3 http://cocodataset.org/
* https: //youtube-vos.org/dataset/vis/
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performed over ten epochs using mini-batches of 32 samples. The data augmentation
techniques described in 2.1.1 and 2.1.2 were utilized for generating datasets with
motion-blur and low-resolution, respectively.

3.2 Tracking

During tracking, the tracking algorithm is evaluated once per frame. The output
mask is selected from the location attaining the maximum score in the classification
branch and creating an optimized bounding box. Finally, the highest scoring output of
the box branch is used as a reference to crop the next search frame.

3.3 Visual-object-tracking benchmark

As object tracking has gotten significant attention in the last few decades, the
number of publications on tracking-related problems has made it difficult to follow
the developments in the field. One of the main reasons is that there was a lack of
commonly accepted annotated datasets and standardized evaluation protocols that
allowed an objective comparison of different tracking methods. To address this issue,
the Visual Object Tracking (VOT) workshop was organized in association with
ICCV2013°. Researchers from the industry and academia were invited to participate in
the first VOT2013 challenge, which was aimed at model-free single-object visual
trackers. In contrast to related attempts in tracker benchmarking, the dataset is
labeled per-frame by visual properties such as occlusion, motion change, illumination
change, scale, and camera motion, offering a more systematic comparison of the
trackers [23]. VOT focused on short-term tracking (no re-detection) until the
VOT2017 challenge, where a new”real-time challenge” was introduced. In the Real-
time challenge, the tracker constantly receives images at real-time speed. If the tracker
does not respond after the new frame becomes available, the last bounding box from
the previous frame is reported as the tracking result in the current frame.

3.4 VOT evaluation metrics

The VOT challenges applies a reset-based methodology. Whenever a zero overlap
between the predicted bounding box and the ground truth occurs, a failure is
detected, and the tracker is re-initialized five frames after the failure. There are three
primary metrics used to analyze the tracking performance in visual object tracking
challenge benchmark: Accuracy (A), Robustness (R), and Expected Average Overlap
(EAO) [9].

3.4.1 Accuracy

Accuracy is calculated as the average overlap between the predicted and ground
truth bounding boxes during successful tracking periods [23]. The tracking accuracy

at time-step t is defined as the overlap between the tracker predicted bounding box A
and the ground truth bounding box A¢

> http://www.iccv 2013.0rg/
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3.4.2 Robustness

Robustness measures how often the tracker loses/fails the target, i.e., a zero over-
lap between the predicted and the ground truth bounding boxes during tracking. The
protocol specifies an overlap threshold to determine tracking failure. The number of
failed tracked frames are then divided by the total number of frames, as depicted in
Eq. (2):

N
_{Pi<th,

p
‘ N

(2)

Where 7 is the overlap threshold which is zero in this case, and N is the run time of
the tracker in frames. A failure is identified in a frame when the overlap (as computed
using Eq. (1)) is below the defined threshold z. Thus, the robustness of the tracker is
given as a normalized number of incorrectly tracked frames.

3.4.3 Expected average overlap (EAQ)

For the purpose of ranking tracking algorithms, it is better to have a single metric.
Thus, in 2015 the VOT challenge introduced Expected Average Overlap (EAO), which
combines both Accuracy and Robustness. EAO estimates the average overlap that a
tracker is expected to achieve on a large collection of short-term sequences with the
same visual properties as the given dataset.

The EAO metric can be found by calculating the average of ®y; over typical
sequence lengths, from Nj, to Ny;:

d=—" S by
Ny —Np, NZ N (3)

3.5 Experiment A: Low-resolution data-augmentation

This first experiment is dedicated to evaluating the impact of the low-resolution
data-augmentation technique. The data augmentation technique described in 2.1.2
was applied to generate datasets with low-resolution during the training process of the
refinement module of the network.

3.5.1 Evaluation

The performance of the developed method: incorporating low-resolution datasets
using data augmentation technique during training has been evaluated using the VOT
evaluation metrics on the VOT2018, VOT2019 datasets. The overall Evaluation results
are shown in Table 1.

The term # Tracking Failures (Lost) indicates how often the tracking algorithm
lost the target in the given video sequence, basically:
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* Tracking Lost/Failure: is when IOU between Ground-truth and Predicted
Bounding box is Zero. Thus the lower the values | , the higher the performance.

In Table 1, we compare our approach against the state-of-the-art SiamMask
tracker on the VOT2018 and VOT2019 benchmarks, respectively. It can be clearly
observed that the data augmentation technique for incorporating low-resolution
datasets has contributed to robustness improvements. The tracker’s failure has
decreased from 60 to 53 and from 104 to 93 in VOT2018 and VOT2019, respectively.
Improvements are clearly shown especially in a video sequence with low-resolution,
i.e. handballl, and handball2 as depicted in Figure 11.

The results obtained in Table 1 confirm that the developed methodology signifi-
cantly improved the overall performance of the tracker. This approach outperforms
the original SiamMask achieving a relative gain of 2.6% and 0.4% in EAO on VOT2018
and VOT2019, respectively. Most significantly, a gain of around 3% and 5% in
Robustness value has been achieved on VOT2018 and VOT2019, respectively.

3.5.2 Results

As it is depicted in Figure 11, The data-augmentation for incorporating low-
resolution datasets during training has contributed to enhancing the tracker robust-
ness. Thus, the tracker becomes robust against low-resolution frames during inference
in relative to the original SiamMask tracker.

VOT2018 VOT2019
VOT Metrics SiamMask Ours SiamMask Ours
EAO 1 0.380 0.406 0.280 0.284
Accuracy 1 0.609 0.589 0.610 0.586
Robustness 0.279 0.248 0.522 0.467

Table 1.

Comparison between SiamMask and the developed method (incorporating low-resolution data during training),
under the VOT metric (EAO, Accuracy, Robustness) on VOT2018 (left) and VOT2019 (right), best results are
marked in Bold.

Figure 11.
Qualitative comparison between SiamMask and developed data-augmentation technique for incorporating low-
resolution datasets during training. Where blue: Ground truth, ved: Tracking result.
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3.6 Experiment B: Motion-blur data-augmentation

In this experiment, the data-augmentation technique for incorporating motion-
blurred datasets described in 2.1.1 was applied for generating datasets with motion-
blur during the training process of the refinement module of the network.

3.6.1 Evaluation

The performance of the tracking algorithm incorporating the motion-blur data
augmentation technique has been evaluated using the VOT evaluation metrics on the
VOT2018, VOT2019 datasets. The Overall Evaluation results are shown in Table 2.

The data augmentation technique for incorporating motion-blurred datasets has
contributed to the overall enhancement of the tracker performance. They are clear
improvements in terms of Robustness in multiple video sequences relative to
SiamMask. From Table 2, it can be concluded that the data augmentation technique for
incorporating motion-blurred datasets has contributed to the improvement in Robust-
ness of the tracker, especially in a video sequence with a motion-blur, i.e., ball3, and
carl. The overall performance of the tracker has been improved, and the developed
method obtained a significant relative gain of 2.1% EAO in VOT2018 and 4% R in
VOT2019, compared to the SiamMask result as it is depicted in Table 2.

3.6.2 Results

Figure 12 presents a visual comparison between SiamMask and the developed
improvement incorporating motion-blurred datasets during training using

VOT2018 VOT2019
VOT Metrics SiamMask Ours SiamMask Ours
EAO 1 0.380 0.401 0.280 0.288
Accuracy 1 0.609 0.610 0.610 0.610
Robustness | 0.279 0.248 0.522 0.482

Table 2.
Comparison between SiamMask and the developed method (incorporating motion-blurved dataset during
training), under the VOT metric (EAO, accuracy, robustness) on VOT2018 (left) and VOT2019 (right).

| u

Figure 12.
Qualitative comparison between SiamMask and developed data-augmentation technique: Incorporating motion-
blurred datasets during training. Where blue: Ground truth, ved: Tracking result.
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data-augmentation. From Figure 12 it can be clearly observed that the data-
augmentation for incorporating motion-blurred dataset during training has contrib-
uted to enhancing the tracker Robustness. Thus, the tracker has become robust against
motion-blurred video frames during inference in relative to the original SiamMask
tracker.

3.7 Experiment C: Target template updating strategy

When it comes to updating the target template, the question is how and when to
update the target. The parameter S controls when to update the target template

according to the developed template update strategy in 2.2. Thus, the 2*¢ (updatable)
target template is updated when the predicted target’s score is higher than the thresh-

old $". Therefore determining the optimal threshold value S is the main focus in this
sub experiment.

This set of experiments compares the effect of the target template updating strat-
egy by varying the score threshold of S” by evaluating the tracking performance on
VOT2018 and VOT2019 datasets. From the experimental results shown in Tables 3
and 4, it can be observed that the performance of the tracker increases as the param-

eter S" increases. Thus by using a S value as high as possible, we guaranty an
efficient template update strategy by avoiding template updates during severe occlu-
sion. Figure 13 illustrates an overview of how each VOT metric (EAO, Accuracy, and
Robustness) and FPS behave as we vary the S™. Therefore, the parameter S plays an
important role in deciding whether to update the target template or not when cases
such as occlusion or deformation occur, as illustrated in Figures 14 and 15. It is worth
mentioning that the template update has a negative impact on the tracker’s speed since
it needs to compute the feature map of the updated template for every updated
template. Therefore by setting S high, we can leverage both performance and speed
as it is depicted in Figure 13.

Figures 14 and 15 are an illustration of how the template update strategy decides
when to update the updatable template. For instance in Figure 15a the target is not
occluded; as a result the score is high, thus Update : True flag is generated indicating to
update the target template, on the other hand in Figure 15b and c, the target is

VOT-Metrics

Sh EAO ¢ Accuracy 1 Robustness | # Lost FPS1
0.65 0.377 0.602 0.267 57 25
0.7 0.371 0.602 0.267 57 27
0.75 0.385 0.600 0.248 53 28
0.8 0.387 0.603 0.258 55 31
0.85 0.388 0.603 0.243 52 32
0.9 0.393 0.602 0.239 51 35
0.95 0.397 0.602 0.239 51 40
Table 3.

Determining the optimal score threshold (S") for updating the target template under VOT-metrics on VOT20138.
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VOT-metrics

Sth EAO 1 Accuracy 1 Robustness |, # Lost FPS1
0.65 0.276 0.598 0.497 99 25
0.7 0.278 0.601 0.497 99 26
0.75 0.278 0.601 0.497 99 27
0.8 0.278 0.601 0.497 99 27
0.85 0.274 0.601 0.512 102 32
0.9 0.278 0.600 0.512 102 36
0.95 0.293 0.601 0.482 96 41
Table 4.

Determining the optimal score threshold (S™) for updating the target template under VOT-metrics on VOT2019.
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Figure 13.

An illustration on the effect of the tracking performance, with a template update strategy by varying the score
threshold S™, NB: This experiments carried out using the checkpoint which include data-augmentation.

occluded by the tree: thus Update : False flag is generated indicating not to update the
target template during such occlusions. This experiment was carried out using
§*> =0.95.

Table 5 presents a comparison between no-update SiamMask and incorporating
the developed template update strategy: it can be observed that a relative gain of 0.7%
and 2.0% in Robustness has been achieved by incorporating template update strategy.
Thus, the tracker has encountered less failure than the no-update SiamMask, decreas-
ing from 60 to 58 and 104 to 100 in VOT2018 and VOT2019 benchmarks, respec-
tively. The robustness of the tracker is the crucial element for applications such as
automatic robotic cameras where there is no human assistance.
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(a) No occlusion, (b) Full occlusion, Do  (c) Piratical occlusion, (d) No occlusion,
Update template not update template Do not update template Update template
Figure 14.

Visual illustration on how the target template update strategy decides whether to update the template or not based
on the similarity scove under different occlusion scenario during tracking process, VOT2019 girl dataset. Where
blue: Ground truth, ved: Tracking result.

(a) No occlusion, (b) Partial occlusion,  (c) Full occlusion, Do  (d) No occlusion,
Update template Do not update template not update template Update template
Figure 15.

Visual illustration on how the target template update strategy decides whether to update the template or not based
on the similarity scove under different occlusion scenario during tracking process, VOT2019 girl dataset. Where
blue: Ground truth, red: Tracking result.

VOT2018 VOT2019
SiamMask Ours SiamMask Ours
EAO 1 0.380 0.351 0.280 0.268
Accuracy 1 0.609 0.593 0.610 0.593
Robustness | 0.279 0.272 0.522 0.502
# Lost { 60 58.0 104 100.0
FPS 1 44 40 44 40

Table 5.
Comparison between no-update SiamMask and incorporating target template update under VOT2018 (left) and
VOT2019 (right) benchmarks.

3.7.1 Updating with a previous and a future template

This experiment dedicated to examine the strength and weakness of the” updating
with a previous and future frame” template update strategy described in 2.2.1. As can
be seen from Table 6, the method”updating with previous and a future template” has
achieved a relative gain of around 0.7% and 2.5% in Robustness value w.r.t SiamMask
in both VOT2018 and VOT2019 benchmark, respectively. This indicates that
the”Updating with Previous and Future template” strategy has enhanced the tracker’s
Robustness, which is the most crucial in automated tracking applications. However,
this can not be used for real-time applications as the processing speed is very slow,
around 12 FPS on a laptop equipped with NVIDIA GEFORCE GTX1060. The main
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VOT2018 VOT2019
SiamMask Ours SiamMask Ours
EAO 1 0.380 0.357 0.280 0.274
Accuracy 1 0.609 0.597 0.610 0.597
Robustness | 0.279 0.272 0.522 0.497
# Lost | 60 58 104 929
FPS 1 44 12 44 12

Table 6.
Comparison between no-update SiamMask and incorporating target template updating with previous and future
template on VOT2018 (left) and VOT2019 (right) benchmark.

computational burden on the tracker is related to the target template feature extrac-
tion network. Thus, the tracking algorithm processing speed becomes very slow when
the target template is updated with the previous and future template, resulting in a
poor FPS.

3.8 Experiment E: Comparison with state-of-the-art trackers

This section compares our tracking framework called VPU_SiamM with other
state-of-the-art trackers SiamRPN, SiamMask in the VOT2018 and SiamRPN++,
SiamMask in VOT2019.

To take advantage of the incorporated improvements, a tracker named
VPU_SiamM has been developed. VPU_SiamM has been trained based on the data
augmentation technique incorporating both motion-blur and low-resolution, and
during online inference, a target template update strategy is applied.

We have tested our VPU_SiamM tracker on the VOT2018 dataset in comparison
with state-of-the-art methods. We compare with the top trackers SiamRPN (winner
of the VOT2018 real-time challenge) and SiamMask among the top performer in the
VOT2019 challenge. Our tracker obtained a significant relative gain of 1.3% in EAO,
compared to the top-ranked trackers. Following the evaluation protocol of VOT2018,
we adopt the Expected Average Overlap (EAO), Accuracy (A), and Robustness (R) to
compare different trackers. The detailed comparisons are reported in Table 7: it can
be observed that the VPU_SiamM has achieved top performance on EAO, and R.
Especially, our VPU_SiamM tracker outperforms SiamRPN (the VOT2018 real-time
challenge winner), achieving a relative gain of 1.3% in EAO and 1.6% in Accuracy and
4% in Robustness. Besides, our tracker yields a relative gain of 4% on Robustness w.r.t

VOT2018
Tracker EAO Accuracy 1 Robustness |,
SiamRPN [21] 0.383 0.586 0.276
SiamMask [11] 0.38 0.609 0.279
VPU_SiamM 0.393 0.602 0.239

Table 7.
Comparison of our tracker VPU_SiamM with the state-of-the-art trackers SiamRPN and SiamMask in terms of
expected average overlap (EAO), accuracy, and robustness (failure rate) on the VOT2018 benchmark.
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VO0T2019
Tracker EAO1 Accuracy 1 Robustness |,
SiamRPN++ [14] 0.282 0.598 0.482
SiamMask [11] 0.287 0.594 0.461
VPU_SiamM 0.293 0.601 0.482

Table 8.
Comparison of our tracker VPU_SiamM with the state-of-the-art trackers SiamRPN++ and SiamMask in terms
of expected average overlap (EAO), accuracy, and robustness (failure rate) on the VOT2019 benchmark.

both SiamMak and SiamRPN, which is the common vulnerability of the Siamese
network-based trackers.

Following previous VOT evaluation, we have evaluated our VPU_SiamM tracker
on VOT2019 datasets, which contains 60 challenging testing sequences. As shown in
Table 8, our VPU_SiamM also achieves the best tracking results on VOT2019 in EAO
and Accuracy metrics compared to state-of-the-art trackers SiamMask and SiamRPN +
+. More specifically, our approach improves the EAO by around 1%.

Submission to VOT-ST 2020 Challenge: Our method (VPU-SiamM) has been
submitted to the VOT-ST 2020 challenge [24], and our tracking methods (VPU

SiamM) is ranked 16” out of 38 computing tracking methods according to the
Expected average overlap (EAO) metrics [24].

4. Conclusions

In this chapter, one of the state-of-the-art tracking algorithms based on siamese
networks called SiamMask has been used as a backbone, and two improvements have
been affixed, each addressing different aspects of the tracking task.

The developed data augmentation technique for incorporating low-resolution and
motion-blur has been evaluated separately and jointly, achieving state-of-the-art
results in the VOT2018 and VOT2019 benchmarks. From the evaluation results, it is
clear to conclude that the data augmentation technique has played an essential role in
improving the overall performance of the tracking algorithm. It has outperformed the
SiamMask results in both VOT2018 and VOT2019 benchmarks. In contrast, among
the three data augmentation techniques, the data augmentation technique for incor-
porating both motion-blur and low-resolution outperforms the rest in terms of EAO in
VOT2018 and VOT2019 benchmarks. Nevertheless, the data-augmentation for incor-
porating only motion-blur has achieved a top performance according to the Accuracy
metric in both VOT2018 and VOT2019 benchmarks. However, the Accuracy is less
significant as it only considers the IOU during a successful tracking. According to the
VOT ranking method, the EAO value is used to rank tracking methods. Therefore the
data augmentation technique for incorporating both motion-blur and low-resolution
is ranked top among the others. This indicates that the data-augmentation technique
has contributed to the improvement of the overall tracker performance.

Comparable results on VOT2018 and VOT2019 benchmarks confirm that the
robust target template update strategy that utilizes both the initial ground truth
template and a supplementary updatable template and avoiding template updates
during severe occlusion can significantly improve the tracker’s performance with
respect to SiamMask results while running at 41 FPS.

17



Information Extraction and Object Tracking in Digital Video

A tracker named VPU_SiamM was trained based on the presented approach, and it
was ranked 16™ out of 38 submitted tracking methods in the VOT-ST 2020 challenge

[24].
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