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Is it possible to go an entire day in our interconnected, technology- mediated 

world without hearing the word “innovation” at least once? Used for every-

thing from marketing gimmicks to truly game- changing breakthroughs, 

innovation has simultaneously become a goal, a measure of success, and 

a compulsion for many individuals and corporations. We are urged to be 

innovative at work and in our personal lives, and to help our children be 

innovative as well. What are the pros and cons of this mandate to inno-

vate? This volume begins to answer that question by putting champions 

of innovation in conversation with those who question the imperative 

to innovate, as well as those who trust in the imperative but see ways to 

improve it. The result is a richly textured picture of the ubiquity of innova-

tion in American life.

Invention and innovation have long been recognized as transforma-

tional forces in American history, not only in technological realms but also 

in politics, society, and culture, and they are arguably more important than 

previously thought in other societies as well. Innovation especially has 

become a universal watchword of the twenty- first century, so much so that 

nations are banking their futures on its economic and social effects.

Since 1995, the Smithsonian’s Lemelson Center has been investigating 

the history of invention and innovation from broad interdisciplinary per-

spectives. Books in the Lemelson Center Studies in Invention and Innova-

tion continue this work to enhance public understanding of humanity’s 

inventive impulse. Authors in the series raise new questions about the work 

of inventors and the technologies they create, while stimulating cross- 

disciplinary dialogue. By opening channels of communication between 

the various disciplines and sectors of society concerned with technological 
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innovation, the Lemelson Center Studies advance scholarship in the his-

tory of technology, engineering, science, architecture, the arts, and related 

fields and disseminate it to a general interest audience.

Joyce Bedi, Arthur Daemmrich, and Arthur P. Molella

Series editors, Lemelson Center Studies in Invention and Innovation



Engaging in dialogue with those from different communities and differ-

ing points of view requires commitment and generosity. We are grateful 

to the many contributors who gave us both as they submitted their ideas 

about innovation for testing in this multidisciplinary project, especially as 

debates about innovation’s relative merits grow increasingly heated.

The volume emerged from a workshop jointly held at Virginia Tech’s 

Arlington Research Center and the Lemelson Center for the Study of Inven-

tion and Innovation at the Smithsonian’s National Museum of American 

History. For financial support, we are thankful to the National Science 
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“Our nation knows what it takes to innovate,” the prestigious American 

Academy of Arts and Sciences (AAAS) declared in its 2015 report “Innova-

tion: An American Imperative.” To be a “global innovation leader” requires 

federal support, tax incentives, the pursuit of emerging technologies, a wel-

come environment for talent, better STEM education, and a meritocratic 

culture. But, warns “Innovation” and its five hundred signatories from 

Google to the American Dairy Science Association, “now is not the time to 

rest on past success.” While competitors have adopted our playbook, the 

United States has stagnated, putting the American dream at risk.1

Variations on the AAAS’s manifesto dominate visions of the future of the 

United States. Corporate executives, government leaders, and local school-

boards agree that Americans must innovate. The imperative is remarkably 

capacious. Innovation today describes everything from the commercializa-

tion of new technology to economic policy, design, artistic imagination, 

and grassroots community renewal.

The demand for innovation is as much a call for new kinds of people as it is 

for national investment. Implicit in the AAAS’s plan is an imperative to cre-

ate innovators, the citizens who will make new discoveries, disrupt old ways, 

solve once intractable social problems, create wealth, and ensure national 

supremacy. These innovators include not only engineers and scientists but 

also entrepreneurs, inventors, designers, and civic leaders with the mind-

sets and tools of “change makers.”

The movement to cultivate a new generation of innovators has fueled the 

rise of innovation experts. These champions of innovation lead initiatives 

to make innovators at all career stages. Business gurus sell how- to books, 

while universities such as Stanford and Arizona State offer models for pro-

ducing entrepreneurs, start- up companies, and regional growth.2 Innovator 
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initiatives are far ranging: the National Science Foundation (NSF), tradi-

tionally viewed as a funder of basic science, now teaches midcareer biolo-

gists to translate scientific discoveries into marketable products through 

its Innovation Corps (I- Corps). On the outskirts of Moscow, Singapore, 

and Abu Dhabi, the Massachusetts Institute of Technology (MIT) partners 

with other nations to export its blueprint for making innovators around 

the world.3 Finally, innovation experts urge parents to mold their children 

into innovators through creative play, facilitated by invention camps and 

coding programs.4

But what makes someone an innovator? Are these programs actually 

effective? What purposes and whose ends do they serve? Does America 

really need more innovators?

As innovation initiatives proliferate, critics question these programs’ 

goals and outcomes and identify their shortcomings. Until recently, aca-

demics and activists have been the only serious challengers of innovation. 

They are now joined by journalists who document fallacies in the mantra of 

“disruption” and by popular television shows such as HBO’s Silicon Valley, 

which skewers the tech industry with portrayals of sexist and self- absorbed 

innovators.5 Many of these observers, who are innovation experts in their 

own right, point out flaws in innovator initiatives in order to improve 

them. An increasingly prominent group of critics, however, considers the 

valorization of innovation to be delusional and destructive.

Yet another group of reform- minded experts work from inside the 

innovation enterprise to critique and improve the training and practices 

of innovators. Their initiatives include nonprofit organizations that build 

more welcoming cultures for women and underrepresented minorities in 

the tech industry, enrichment programs for children that emphasize self- 

discovery over marketable skills, entrepreneurship education that engages 

with history to cultivate more effective innovators, and laboratories that 

pair scientists with humanists to alter the innovation process in action.

This volume provides a critical survey of the “American imperative” for 

innovation by bringing together leading champions, critics, and reform-

ers in dialogue. While numerous prior works have investigated innovation, 

this volume emphasizes innovators and how they are made. The focus on 

innovators is especially valuable because it is through the initiatives docu-

mented in this volume that the motivations, values, and best practices of 

innovation are crafted, adopted, and spread. Despite otherwise divergent 
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views, the contributors assembled here agree that the widespread effort to 

educate and train new innovators has become a dominant imperative of 

our time, one that is increasingly on trial.

In what follows, policymakers, design executives, and educators explore 

the imperative alongside historians, ethnographers, and social critics. Con-

tributors ask themselves and one another: Why did programs for making 

innovators emerge? How have they evolved? What is their track record? 

What are their collective assumptions and shortcomings? How might they 

be improved? What is their future?

Championing Innovation

From Thomas Edison’s laboratory in Menlo Park, New Jersey, to Facebook’s 

headquarters in Menlo Park, California, stories abound of technological 

wizards whose very force of personality drives breakthroughs and gener-

ates fortunes.6 These young, gritty, and creative men (in such tales they 

are almost always men) overcome failure and naysayers to create products 

that remake the world. With varying shades of plausibility, their biographi-

cal accounts offer the prospect that you, too, can follow in their footsteps 

to become the next great innovator. But what characterizes an innovator? 

Why, over the past five decades, have experts claimed that such individuals 

are vital to national progress? And who has sought to make them?

The first systematic attempt to understand the characteristics of innova-

tors emerged in tandem with new kinds of expertise for producing tech-

nological innovation. In the 1950s and 1960s, innovation became deeply 

linked with scientific, technological, and economic progress. The United 

States emerged victorious in World War II thanks to cutting- edge military 

innovations such as radar and the atomic bomb. After the war, new fed-

eral agencies, including the NSF and the National Aeronautics and Space 

Administration (NASA), were tasked with accelerating the flow of research 

and development. Meanwhile, economists such as Robert Solow, Richard S. 

Nelson, and Kenneth Arrow made innovation synonymous with “techno-

logical change” as the driver of economic growth.7 Numerous experts in 

fields ranging from anthropology to engineering, history, management, 

and sociology likewise sought to understand and accelerate how new ideas 

and inventions spread. Some turned to innovators, the human agents of 

innovation, as key drivers of change.
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Rural sociologist Everett Rogers emerged as one of the most influential 

theorists to explore the traits of innovators. Rogers showed that personal 

reactions to innovation followed a similar pattern across communities as 

diverse as elementary schools and Native American tribes.8 He described 

innovators as having a “propensity for venturesomeness,” for the “hazard-

ous, the rash, the avant- garde, and the risky.” These “agents that promote 

change,” according to Rogers, had six qualities in common. They were 

young, high in social status, drawn to “impersonal” information, cosmo-

politan, thought leaders, and frequently viewed as “deviant.”9 His conclu-

sion: innovators are curious and intelligent mavericks who can be found 

anywhere.

Programs designed to cultivate innovators emerged and grew in the 

United States during the 1960s and 1970s. They blossomed out of profes-

sional networks of corporate technology managers, entrepreneurs, venture 

capitalists, and social scientists who described a global economy in which 

older forms of invention and discovery were no longer adequate.10 But the 

main agent for promoting this agenda was the federal government. The 

Department of Commerce and the NSF created public- private “incubators,” 

such as the State Technical Services program, that looked for ways to trans-

fer the fruits of basic research and weapons development to the domestic 

economy. To remake scientists and engineers as “innovators,” they also cre-

ated college entrepreneurship programs that combined science, technol-

ogy, and small business development.11

In the 1980s and 1990s, programs for making innovators expanded in 

scope and scale. New organizations for research and development, such 

as the NSF’s Engineering Research Centers, elevated interdisciplinarity as 

a key feature of successful innovators in the global struggle for economic 

competitiveness.12 Meanwhile, feminist innovation experts called attention 

to the importance of diversity, interpersonal relationships, and empathy 

in successful innovation.13 Additionally, innovators became synonymous 

with a “creative class” of designers, artists, and technologists who would 

spark urban renewal across the United States.14 During the 1990s, as the 

United States faced increasing competition from Europe, Japan, and China, 

private foundations saw innovators as the solution to a nation at risk. Their 

reports described a dysfunctional government and a nation of youth who 

worshiped athletes and entertainers over scientists and entrepreneurs. For 
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example, the Lemelson Foundation, created by the inventor Jerome Lemel-

son, funded programs at MIT, the Smithsonian, and beyond; similarly, the 

Kauffman Foundation shifted its mission from anti– drug abuse initiatives 

to programs that educate and cultivate entrepreneurs.15

Today’s efforts to create innovators build on this legacy and have diver-

sified our ideas about the characteristics of “agents that promote change.” 

National policymakers’ focus on global competitiveness has raised ques-

tions about where innovation happens and what role immigrants play in 

national growth. Programs once targeted to technology executives now 

shape approaches to elementary education. Last, but hardly least, the rise of 

personal computing and the internet has spawned visions of college drop-

outs turned billionaires.

Across the board, these innovation experts share an optimistic faith that 

technology can be used to improve society. They encourage Americans to 

tap the country’s legacy of invention to keep pace with rapid technologi-

cal advances in the face of growing inequality and increasingly complex 

problems.16 By unlocking our “creative confidence,” they suggest, each of 

us must learn to thrive in a knowledge economy that rewards entrepreneur-

ship and ingenuity.17 Innovators are made, not born, they conclude, and we 

are not doing enough to cultivate this national resource.

Challenging Innovation

Much of the rhetoric about innovation portrays it as a natural and unques-

tioned engine of economic and social progress. Innovation’s aura of societal 

benefit via insurgent but noble champions obscures uncomfortable truths 

about the innovator imperative. However, with the growth of so many pro- 

innovation initiatives, critics are beginning to ask: To what end?

Contemporary challenges to innovation are based in decades of research 

that explores technology in its political and social context. From Karl 

Marx’s Capital to contemporary analyses of a “fourth industrial revolution,” 

scholars have described the de- skilling of factory jobs, the degradation of 

workers, and the scourge of technological unemployment wrought by 

innovations in mechanization, robotics, and artificial intelligence.18 Other 

critics have shown how risky and dangerous technologies, such as nuclear 

power, can make citizens feel imperiled by innovation.19 Historians also 
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chronicle that from the late nineteenth century to the present, the scien-

tific and technological professions have predominantly served corporate 

and military prerogatives.20

Most critiques of what we now call innovation were previously directed 

at science and technology. In the late 1960s and early 1970s, a combination 

of critical scholars and activist practitioners coalesced in the new interdis-

ciplinary field of science and technology studies (STS) to interrogate the 

belief that science and technology inevitably lead to social progress. “Inno-

vation” initially had an ambivalent place in these critiques. On the one 

hand, it was a term rooted in visions of progress through technology; on 

the other, many theorists saw innovation as an explicitly “socio- technical” 

process that took into account the values, politics, and social consequences 

of technology.21

In the last decade, as innovation has become synonymous with science 

and technology as a dominant social category, critics now attack it directly. 

Recent critiques have focused primarily on innovation as an ideology and 

as an economic and technological process. As such, scholars utilize his-

torical and sociological analyses of innovation in the aggregate. But their 

insights have direct bearing on initiatives to train innovators.

Many challengers to the innovator imperative recognize innovation’s 

benefits but marshal convincing evidence that its outcomes are not suffi-

ciently accessible or equitably distributed. For example, scholars have long 

decried the historical exclusion of women and minorities from the tech-

nical professions, a pattern that is especially stark in fields most closely 

aligned with innovation.22 A 2016 study, The Demographics of Innovation in 

the United States, supports these claims, finding that the median innova-

tor in the United States remains a white man in his late forties with an 

advanced degree; women represent only 12 percent of innovators, and 

minorities born in the United States make up only 8 percent, with African 

Americans numbering less than 0.5 percent.23

An emerging field of “critical innovation studies” further interrogates 

the social value of innovation.24 These scholars denounce the gadget- centric 

“solutionism” of innovation’s champions and the fallacy that technology 

alone can solve most problems. They point to the unequal distribution of 

innovation’s burdens and rewards and how the corporate appropriation 

of innovation matches a larger pattern of economic neoliberalism.25 They 

assert that the very ideal of the innovator as a technocratic hero reinforces 
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structures of gender and racial inequality.26 They claim that many promi-

nent innovation experts are selling little more than snake oil, and that the 

lessons proffered by innovation experts are difficult, if not impossible, to 

reproduce.27 Importantly, these critics also promote alternative values such 

as stewardship, care, and maintenance that have been overshadowed by the 

focus on disruptive innovation.28 A key feature of many of the questions 

raised by critical innovation studies is the interrogation of the definition of 

“innovation” itself, an increasingly expansive concept that is in danger of 

losing all meaning.29

Reforming Innovation

While many critics diagnose innovation’s shortcomings at a distance, there 

is a reformist tradition among innovation experts who integrate these 

insights directly into innovator initiatives. They train and cultivate innova-

tors but recognize the flaws and trade- offs of the competing imperatives 

that guide their efforts.

The rise of government innovation initiatives in the 1960s resulted in 

part from efforts to redirect the uses of science and technology to better 

serve social needs. Theories of innovation came into being as much in 

response to technology’s critics as for the desire to create new economic 

markets. Across the presidential administrations of John F. Kennedy, Lyndon 

Johnson, and Richard Nixon, a coalition of bureaucrats, business consul-

tants, and science advisors created policies designed to bring the successes 

of microelectronics, weapons development, and the space program to the 

civilian economy.30

Attempts to use innovation as a tool of progressive reform overlapped 

with a political awakening of Cold War scientists and engineers. The same 

physicists who built the first nuclear weapons founded the Federation 

of Atomic Scientists to advocate for disarmament, and activist engineers 

encouraged colleagues to rethink pesticides, napalm, and the military- 

industrial complex that employed them.31 Some dissenting technologists 

turned to “innovation” and the identity of the innovator to assert tech-

nology’s capacity for human creativity and to address overlooked societal 

problems.32

In the 1980s and 1990s, feminist sociologists marshaled analyses of 

gender and power to expand access to careers in innovation by remaking 
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institutional structures and realigning corporate values. Rosabeth Moss 

Kanter, for example, a one- time observer of utopian communes, identified 

the struggles of underrepresented groups inside corporations and sought to 

teach institutions and individuals to distribute power so that new innovators 

would flourish.33 Critics of innovation’s narrow participation have since 

worked to diversify the images of innovators and replace behaviors such as 

hypercompetitiveness with ideals of collaborative creativity through play 

and “making” detached from business concerns.34

Sophisticated theoretical models also now accompany efforts to make 

socially conscious innovators. Since 2000, reform- minded STS scholars 

have adopted an approach known as critical participation to enhance the 

impact of their findings among scientists, engineers, and inventors.35 Advo-

cates of critical participation argue that scholars must go beyond critique 

and diagnosis to reflectively engage and shape the STEM communities they 

study.36 Congress endorsed this brand of reform when it mandated that at 

least 5 percent of research funding for the Human Genome Project and the 

National Nanotechnology Initiative be earmarked for research on the ethi-

cal, legal, and social implications of those emerging technologies.37 The field 

of “responsible innovation” is a growing branch of critical participation 

bolstered by new international journals and university centers. Responsible 

innovation’s proponents apply theories of reflective practice toward chang-

ing innovation policy, redirecting bench- level research, and reimagining the 

training of future innovators.38

A Dialogue on Innovation

This volume convenes champions, critics, and reformers of innovation for 

three purposes. First, it provides a multifaceted survey of past and present 

innovation initiatives. Such a perspective is valuable for those engaged in 

training innovators, who can understand the historical and political con-

texts of their programs and learn best practices from leading programs, but 

it is equally valuable for innovation’s critics to learn firsthand how and why 

leading practitioners go about their work. Second, the volume contributes 

to critical studies of innovation by making emerging scholarship accessi-

ble to innovation’s practitioners and reformers. These critical insights, we 

believe, should push innovators, and those who train them, to pursue their 

work with a greater sense of reflection and moral responsibility. Finally, by 
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initiating a dialogue on equal footing, the volume explores the potential for 

remaking the innovator imperative.39

The volume builds on our own efforts as critical humanists to develop 

and communicate insights about innovation. It extends our ongoing 

inquiry into the culture and ideology of invention and innovation from the 

nineteenth century to the present. But our goals are also practical. As criti-

cal scholars working in pro- innovation institutions, we participate in the 

innovator imperative as we analyze its historical and contemporary impli-

cations.40 We have seen firsthand the aspirations that drive young people 

to want to become innovators. We also regularly collaborate in interdis-

ciplinary teams on open- ended problems, and we recognize the need for 

challenging entrenched and often unquestioned routines. At the same 

time, in our historical research and in our everyday lives, we witness the 

inequities perpetuated in innovation’s name. We also encounter an almost 

willful avoidance of critique among many of the practitioners with whom 

we work. We have found it possible, however, to create environments for 

reflective engagement and mutual understanding.41

To achieve such a dialogue requires good- faith participation on equally 

unsettled territory. We asked architects of innovator initiatives to speak 

frankly and personally about where their programs come from and what 

makes them tick. We asked our colleagues in economics, history, and STS to 

engage innovation’s champions with as little academic jargon as possible. 

We encouraged reformers to describe their motives and explore the chal-

lenges of their ambiguous roles. At the best moments, participants in this 

volume achieve a constructive dialogue; at other points, readers will find 

that the ideological gulf between contributors is too wide to cross.

The volume is organized into three parts according to contributors’ prac-

tices and commitments. To establish a common understanding of what 

drives different perspectives on innovation, each part begins with a brief 

essay that introduces and analyzes the shared assumptions, strengths, and 

limitations of that part’s contributors. Part I, “Champions,” is a tour of 

innovator training today. It explores the antecedents, motivations, and phi-

losophies of programs that produce innovators across contexts from private 

industry to universities and governments. Part II, “Critics,” offers a primer on 

critical innovation studies. It includes essays that historicize, contextualize, 

and problematize the imperative to cultivate innovators. Part III, “Reform-

ers,” is an introduction to initiatives that seek to reshape what it means to 
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be an innovator, from programs that support self- discovery among children 

to organizations that target discrimination in high technology industries. 

The volume may be straightforwardly read from front to back, though read-

ers interested in particular themes, such as access and inclusion, may find it 

helpful to follow those threads across the book. The volume concludes with 

a call for reconsidering America’s demand for more innovators.

“Our nation” may know “what it takes to innovate,” but why, for what, 

and by whom? Contributors to this volume demonstrate that the answers 

are neither simple nor uniform. Those who proffer solutions, moreover, 

often do so with different assumptions and even different languages. But 

ideas and tools— whether designed to increase shareholder value or to assert 

alternative societal values— are only successful if they are taken up, modi-

fied, and shared. This volume creates a forum for such an exchange.
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Innovation experts often use a problem- setting tool known as the “how 

might we” statement to imagine social change.1 This simple heuristic is 

designed to spark solutions to a market opportunity, technical problem, or 

societal concern. “How might we … meet the customer’s need and solve their 

problem?”2 “How might we … use tech to create a culture of civic engage-

ment?”3 “How might we … help corporations, universities, and societies to 

accelerate innovation in ways that keep pace with these challenges?”4

In this section, unapologetic champions of innovation describe the how 

might we mentality that guides nationally prominent initiatives for mak-

ing innovators. The contributors are a more heterogeneous group than one 

might imagine. They work variously in academia, government, and the pri-

vate sector. Not surprisingly, three of the authors reside in Silicon Valley, 

but the others work in Pittsburgh, Washington, DC, and Chapel Hill, North 

Carolina. They pursue different objectives that include fostering innova-

tive mindsets among students, delivering solutions for clients, stimulating 

regional economic growth, turning academic scientists into entrepreneurs, 

and engaging technically inclined citizens through open innovation.

Presented in expanding scale from individuals to nationwide collabora-

tions, these innovation experts provide first- person accounts of the origins 

and outcomes of their programs. They invite readers to learn from their sto-

ries, to emulate their methods, and to join their causes. Viewed in context, 

their accounts offer important insights about the strengths, limitations, and 

consequences of a how might we mentality.

Advocates consider innovation to be a requisite skill set for the twenty- first 

century because of its association with highly valued competencies such 
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as creativity, critical thinking, and problem- solving. They claim that these 

skills are especially important since today’s college graduates face an uncer-

tain future in which they will have multiple careers. Yet they assert that 

universities remain organized around disciplinary “silos” that train gradu-

ates for well- defined jobs.5 They ask: How might we give young people the 

tools to thrive in a future of continuous change?

In chapter 3, “An Innovators’ Movement,” Humera Fasihuddin and Leti-

cia Britos Cavagnaro describe how their University Innovation Fellows (UIF) 

program simultaneously seeks to prepare a generation of innovators and 

to reform higher education. Based at Stanford University’s d.school, the 

UIF network includes students from more than one hundred colleges, in 

fields ranging from mechanical engineering to the creative arts. Fasihud-

din and Britos Cavagnaro explain how UIF’s Silicon Valley training equips 

young people from across the country with “empathetic” design methods 

and the confidence to “ignite” social change. As student fellows organize 

hackathons and set up maker spaces, UIF encourages them to improve the 

innovation ecosystem on their local campuses.

Fasihuddin and Britos Cavagnaro argue that collective change begins 

with personal empowerment. They define innovation as a mindset for 

questioning the status quo and a set of transferable skills for enacting 

change. For students, UIF is a safe place for experimentation; when a stu-

dent succeeds at organizing a TED talk, she can acquire leadership skills and 

improve her resume, but the stakes are low if the college try does not pan 

out. For universities, a local UIF chapter signals that the institution is tak-

ing positive steps to contribute to the national innovator imperative. UIF’s 

critics, however, argue that its design thinking approach gives students false 

confidence in quick fixes to societal challenges (Russell and Vinsel, chapter 

13) and downplays the value of traditional education for cultivating cre-

ative students (Carlson, chapter 16).6

While UIF aims to inspire individuals, other innovator initiatives stress 

that collaboration among multiple experts is necessary to solve the twenty- 

first century’s “wicked problems.”7 These champions argue that a revolu-

tion in information technology has complicated the already difficult task 

of creating social change within existing infrastructures, political and eco-

nomic constraints, and stakeholder demands. Since the 1980s, human- 

centered design firms such as Frog Design, IDEO, and MAYA have defined 

innovators as interdisciplinary collaborators who integrate technical and 
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social approaches in order to “tame complexity.”8 These firms ask how might 

we foster collaborative creativity to address sociotechnical problems?

In chapter 4, “Building High- Performance Teams for Collaborative Inno-

vation,” Mickey McManus and Dutch MacDonald share lessons learned at 

their firm MAYA to explain why high- performance, multidisciplinary teams 

prevail while “heroic” individual approaches to innovation typically fail. 

Their company works with clients as diverse as Whirlpool, the Pentagon, 

and public school systems. While each client’s challenges differ, MAYA’s 

interdisciplinary model of innovation is consistent: assemble the right 

people, with the right mix of skills, in the right work environment, with the 

right set of methods. Utilizing this approach, MAYA has spawned an inno-

vation training company, the LUMA Institute, and a popular handbook, 

Innovating for People.9

McManus and MacDonald argue that innovation is first and foremost 

a problem of human interaction. Their LUMA Institute declares that “the 

need for more people to be more innovative … is a global, social and eco-

nomic imperative” that requires tested methods for unlocking collaborative 

creativity.10 The authors are self- reflective in codifying their firms’ creative 

process— and they have certainly delivered for clients. But their for- profit 

model prefigures who gets to deploy innovation expertise and who benefits 

from it. For example, women and minorities rarely are equal participants 

on high- performing teams in the innovation economy (Sanders and Ash-

craft, chapter 17), and many communities and civic organizations cannot 

afford expert consulting services.

Private companies such as MAYA play a crucial role in the innovation 

economy, but since World War II the federal government has been the pri-

mary funder of scientific innovation in the United States. Agencies such 

as the National Science Foundation (NSF) have persistently faced pressure 

to provide a return on taxpayers’ investment by translating government- 

funded research into commercial technologies. Policymakers and scholars 

typically view technology transfer as a problem of institutional structure 

and economic incentives.11 Academic scientists, however, are not typically 

trained to translate their research into usable applications. So bureaucratic 

innovators ask: How might we change the attitudes of scientists to reap the 

social and economic rewards of new discoveries?

In chapter 5, “Raising the NSF Innovation Corps,” venture capitalist 

Errol Arkilic describes how he and his colleagues built a federal innovation 
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“boot camp” that teaches teams of university professors and their students 

to engage in technology transfer. Innovation Corps (I- Corps) is built on the 

belief that the innovation process can be studied scientifically and then 

codified, taught, and learned. In 2011, NSF made its first I- Corps awards 

consisting of small grants that provided intensive instruction on devel-

oping prototypes, interviewing potential customers, and writing business 

plans. Over a thousand teams have since participated in the program.

By teaching NSF grantees how to commercialize their discoveries, 

I- Corps has launched over one hundred start- ups. However, I- Corps revives 

a longstanding debate on NSF’s proper role: Should the agency fund “basic” 

science as a public good and leave commercialization to the private sec-

tor?12 Critics argue that university entrepreneurship and commercialization 

enhance the corrupting influence of capitalism in science.13 Furthermore, 

I- Corps’ standardized process and emphasis on economic gain may dimin-

ish the values of exploration and self- discovery associated with innovation 

(Rusk, chapter 15) and overshadow deliberation and social responsibility 

as core values of science and engineering (Fisher, Guston, and Trinidad, 

chapter 18).

Innovation experts have long emphasized the role of place in the gathering 

and training of innovators.14 Silicon Valley, Boston, and North Carolina’s 

Research Triangle Park are hotbeds for innovative activity in part because 

they provide the right institutions, amenities, and culture for innovators to 

thrive. After decades of efforts to build the next Silicon Valley have failed, 

however, experts recognize the perils of a cookbook approach. They ask: 

How might we cultivate successful innovative regions that honor and build 

on local strengths?

In chapter 6, “Making Innovators, Building Regions,” economic geog-

rapher Maryann Feldman surveys how “local champions” work in concert 

with universities, firms, and other institutions to build high- tech regional 

clusters. Like many economists, Feldman defines innovation as the commer-

cialization of new knowledge and the primary driver of economic growth. 

She synthesizes insights of a career spent studying high- tech regions and 

measuring their outcomes. Drawing on examples from places as diverse as 

Kansas City, Missouri, and Greenwood, Mississippi, she argues that there 

are common ingredients in making innovative regions but no single recipe. 

Each innovative region has its own unique blend of institutions, regional 

capabilities, and social configurations.
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Feldman documents how as innovators build their own companies they 

also build local institutions and shared resources that produce even more 

innovators. But Feldman only shows us the dynamic processes underlying 

successful innovative places. She does not address regions such as Dallas or 

Albany, New York, where local champions have assembled all the neces-

sary ingredients yet ultimately failed to ignite high- tech clusters.15 As we 

will see in part II, innovative communities can be difficult to replicate and 

sustain (Hintz, chapter 10). Also, regional efforts to build new innovation 

hubs often become entangled with national priorities that complicate what 

counts as success (Pfotenhauer, chapter 11).

Despite insisting that innovators are made not born, the programs 

described so far portray innovation as an elite activity beyond the reach 

of most citizens. The innovators they hope to make are PhD scientists and 

driven entrepreneurs, generally in high- technology regions. However, there 

is also a longstanding tradition in the United States of amateur scientists and 

do- it- yourself tinkerers.16 In the past decade, moreover, experts such as Eric 

von Hippel and Henry Chesbrough have argued that organizations benefit 

when they bring end users and outsiders into the innovation process.17 As 

government agencies respond to market pressures and the inequities in the 

innovation economy, policymakers ask: How might we democratize innova-

tion to harness the contributions of all Americans?

In the section’s last chapter, “Innovation for Every American,” Jenn 

Gustetic, a federal innovation expert, contends that all Americans can 

contribute to innovation. She recounts how, under President Obama, the 

White House’s Office of Science and Technology Policy (OSTP) encouraged 

citizens to participate in scientific discovery and technology design through 

crowd- sourcing and citizen science initiatives. Gustetic recounts how these 

innovation programs were as much a project for reforming government as 

a strategy for harnessing open innovation; government bureaucrats were 

forced to leave their comfort zones, work across departments, and partner 

with new kinds of innovators to solve their agencies’ challenges. She argues 

that future presidential administrations must attend not only to who pro-

duces innovations but also to who owns the results.

The Obama administration’s open innovation policies recruited stu-

dents, retirees, and ordinary Americans to become innovators. The OSTP 

elevated the innovator imperative to a national goal and perpetuated the 

belief that innovation is an inherent social good (Godin, chapter 9). But 
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“inclusive” techniques such as crowdsourcing and offering incentive prizes 

shift many of innovation’s risks and costs from the government onto its cit-

izens.18 Citizen- innovators risk their own money to develop solutions, but 

the government pays only for those that meet the prize criteria. Volunteer 

citizen scientists, meanwhile, generally go unpaid. Also, while federal open 

innovation efforts target participation from underrepresented groups, they 

do not confront the structural inequities that prevent deeper participation 

in the innovation economy (Cook, chapter 12).

Collectively, the experts profiled in this section believe that innovation 

leads to social progress and national prosperity. Their initiatives share the 

premise that the failures of the status quo and existing bureaucracies can be 

overcome; that no matter the life stage, everyone can work to better them-

selves; that innovative skills can be learned; and that large- scale interven-

tions are required to support them. All of these contributors also draw upon 

a network of institutional support from the government, corporations, and 

universities. Does America need more innovators? The answer for these 

practitioners is a resounding “Yes … and let me show you how it’s done.”

But there are significant differences in the goals of these initiatives. Some 

programs equip students with new skill sets; others hope to maximize the 

return on taxpayers’ dollars; still others are driven by the potential for prof-

its. These different motivations, in turn, result in programs for different tar-

get audiences, tactics, and messages. For example, UIF’s methods explicitly 

focus on empathy and self- actualization, while NSF’s I- Corps teaches senior 

academics to become competitors in an unforgiving market environment.

Finally, innovation’s advocates rarely question the necessity or the poten-

tially negative consequences of their work. As Part II will address, where 

creators of innovator initiatives describe empowerment, detractors find 

boosterism and false promises. Where these champions promote novel 

twenty- first- century methods, historians recognize well- trodden patterns 

with a mixed record. Where this section’s contributors describe beneficial 

collaborations among industry, government, and academia, critics detect 

the privatization of public goods. And where advocates of innovation train-

ing see avenues for personal growth, critics see the redistribution of risk and 

anxiety from institutions onto individuals. Exploring competing interpre-

tations of the nation’s innovator imperative requires first understanding its 

champions.
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The way we live and work is fundamentally changing because of a conver-

gence of technological advances and socioeconomic forces. Many of the 

things we used to take for granted, like a lifelong career at one company, 

are yielding to a future where change is the only constant. Because of this, 

the number of colleges and universities offering programs in innovation and 

entrepreneurship (I&E) has increased significantly.2

Adapting and flourishing in this new economy requires a new set of 

skills. Harvard professor Clayton Christensen and his colleagues have iden-

tified five core skills that distinguish innovators and entrepreneurs:

• observing and noticing what others don’t;

• questioning the status quo and common wisdom;

• associating, or the ability to connect seemingly unrelated data and ideas 

from different fields;

• experimenting with different approaches; and

• networking with others who have diverse perspectives.3

These skills are not only useful in discovering new business opportunities; 

they are essential to empowering every person to be a successful contributor 

to the advancement of humanity. Ensuring that these competencies are part 

of the education of all students is a matter of great importance and urgency.4 

However, the education system is slow to change.

Students can and should be key protagonists in bringing about a revolu-

tion in higher education, as they can accelerate the pace of change. This 

chapter describes the University Innovation Fellows (UIF), a program that 

empowers university students as change agents uniquely positioned to rei-

magine education in the twenty- first century. When students are provided 

3 An Innovators’ Movement

Humera Fasihuddin and Leticia Britos Cavagnaro1
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the right tools and opportunities, change happens faster and has lasting 

effects on institutions and the education system at large. By describing why 

and how this program was created, we hope to inspire other programs to 

leverage the engagement of young people in building the future.

The Context That Gave Rise to a Movement

In 2010, the National Science Foundation (NSF) published a solicitation 

for the creation of a science, technology, engineering, and mathematics 

(STEM) Talent Expansion Program Center. The solicitation, which focused 

on the role of innovation and entrepreneurship in solving the grand chal-

lenges of the twenty- first century and driving the economy, ended with this 

question: “How can the next generation of engineers be encouraged to be 

innovators, entrepreneurs, and leaders who improve the quality of life and 

establish the industries and jobs of the future in the United States?”5

Eager to address that question, Stanford University professors Tom Byers 

and Kathleen Eisenhardt, directors of the Stanford Technology Ventures 

Program, and Sheri Sheppard, director of the Designing Education Lab, 

applied for the grant. They brought on a nonprofit, VentureWell, to reach 

a wider national network of colleges and universities, and SageFox Con-

sulting Group to provide ongoing assessment and feedback.6 The combina-

tion of these partners’ diverse expertise uniquely positioned them to pursue 

such a vital challenge.

NSF awarded the grant, and the National Center for Engineering Path-

ways for Innovation, or Epicenter for short, officially launched in July 2011. 

Epicenter’s original mission was to “empower U.S. undergraduate engineer-

ing students to bring their ideas to life for the benefit of our economy and 

society, by combining their ability to develop innovative technology that 

solve important problems with an entrepreneurial mindset of market oppor-

tunity and customer focus.”7

Epicenter’s strategic plan recognized that systemic change in engineer-

ing education in the United States has long been a challenge.8 In part, that 

challenge results from the diversity of the country’s 350 accredited engi-

neering schools, which display a great range of missions, sizes, resources, 

and regional contexts. The Epicenter team knew that it would be impos-

sible to find a one- size- fits- all solution to integrate I&E into undergraduate 

engineering education. The center could not be rooted in a single pedagogy, 
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methodology, or ideology if it wanted to effectively engage those diverse 

stakeholders.

Epicenter intended to engage all the stakeholders of the educational 

system— not only the faculty but also the school administrators and leaders 

who support them and who determine institutional policies, as well as the 

students themselves. Initial plans and programs also included government 

and nonprofit leaders, who shape educational policies and accreditation 

requirements, as well as representatives from industry, who could speak of 

the competencies needed by the graduates entering the workforce.

The I&E activities and programs supported by Epicenter evolved signifi-

cantly during the first two years of the grant, based on evaluation results 

that challenged some of the initial assumptions and strategies. In 2013, in 

consultation with NSF, the offerings were reduced to three main thrusts in 

order to better focus Epicenter’s programming: focusing on institutional 

change from the top down (faculty and administrators), from the bottom 

up (students), and supporting the change efforts with research findings.

The offering that targeted faculty— the Pathways to Innovation 

Program— worked with a subset of institutions to initiate new I&E offerings 

in engineering education. Teams of faculty from these institutions would 

engage in a long- term strategic planning and doing process supported by 

Epicenter staff and other experts.

The research initiative, called Fostering Innovative Generations Studies 

(FIGS), examined I&E program models, assessed the entrepreneurial inter-

ests and skills of engineering students, identified ways to infuse I&E into 

technical engineering classes, and explored how to foster research commu-

nity connections.9

The remainder of this chapter describes Epicenter’s student engagement 

strategy— the UIF program— including its evolution, impact, and future 

direction.

Students as Change Agents: A Paradigm Shift

The story of our journey starting the UIF program is not unlike other start-

 up beginnings. Humera Fasihuddin had been asked by VentureWell to 

form the Student Ambassadors program in 2010 as a means to promote 

entrepreneurship and to identify potential recipients of VentureWell’s own 

grants. Leticia Britos Cavagnaro had been teaching at Stanford University’s 
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Hasso Plattner Institute of Design, or d.school, and was brought on to help 

launch the Epicenter in 2011. We joined forces to define Epicenter’s student 

engagement strategy.

Aligning Student Ambassadors with Epicenter’s broader mission required 

enriching the Ambassadors’ training to include how to organize and facili-

tate experiential learning opportunities. In 2012, the first cycle of the pro-

gram under Epicenter, trained nineteen students from eighteen universities 

in a four- day workshop of team- building activities, ideation workshops, 

and information sessions on strategies for fund- raising and team recruit-

ment practices.

Upon returning to their campuses, Student Ambassadors set to work, 

with various levels of dedication and success, organizing either a basic 

“how- to” venture creation workshop called Invention to Venture (I2V) or 

an I&E- themed TEDx event. We soon realized that the program would be 

more valuable and attractive to students and their faculty if the student- led 

activities were tailored to each school’s local context. While the prescribed 

events would be a meaningful contribution at a school with limited I&E 

resources, they would not make much of a difference in a more developed 

ecosystem. This insight led to a larger one: Why not challenge the students 

to obtain the knowledge about those ecosystems themselves and then use it 

to envision new possibilities? It was at this point that the paradigm of “stu-

dents as change agents” took root as the foundation of the UIF movement.

The idea of students being responsible for lasting institutional change 

might sound counterintuitive. After all, students spend only a few years in 

school. However, three inherent characteristics are at the core of students’ 

potential to become change agents. First, students, as the primary customers 

of the education system, understand what works and doesn’t work for them-

selves and for other students. In this sense, University Innovation Fellows 

(subsequently referred to as Fellows) are the “users” in what innovation 

scholar Eric von Hippel calls “user innovation.”10 Second, their unfamiliarity 

with academic bureaucracy gives them a healthy disregard for the impos-

sible. Third, the very fact that they spend only a few years at the institution 

gives a sense of urgency to those students who want to effect change. A 

name change from “Student Ambassadors” to “University Innovation Fel-

lows” supported the new paradigm, shifting the perception from one of stu-

dents who represent a specific organization and strategy, to one of students 

as strategic thinkers and change agents.



An Innovators’ Movement 29

Developing Students as Strategic Thinkers

As part of the program overhaul toward preparing Fellows as change agents, 

we developed several new training components. Two initiatives, in particu-

lar, redefined the role of the student leaders and the impact their efforts 

had on campus.

The first training component was the creation of a “Landscape Canvas” 

framework that enables a comprehensive mapping of campus assets related 

to I&E.11 The framework organizes I&E campus resources into five “action 

categories” that map onto a student’s learning journey.

• Discover: resources that help students become aware of I&E as a set of 

relevant skill sets and mindsets, including speaker series and courses

• Learn: resources for students who, having recognized the relevance of 

I&E, want to develop their skills, including experiential courses, hack-

athons, student clubs, competitions, and short- term ideation or venture 

creation workshops

• Experiment: resources to aid students in applying their knowledge of 

I&E to a specific challenge or opportunity they wish to explore, includ-

ing infrastructure (e.g., innovation spaces, maker spaces, or labs), 

engagement with external industry partners, and internship or co- op 

opportunities

• Pursue: resources to support students or student- led teams in commit-

ting to an opportunity, licensing a technology, or forming/joining a new 

venture, including incubators and accelerators, seed- funding sources, 

technology transfer offices, and grant- writing resources on campus

• Spin out: resources designed to help students bring their projects into the 

real world by launching a new venture or nonprofit initiative, includ-

ing regional tech parks, local angel investor organizations, and mentor 

networks

Fellows use this framework to make sense of the range of I&E assets at 

their schools, to identify and articulate essential gaps in the system, and to 

benchmark against other ecosystems.

The second training component added exposure to design thinking, an 

approach to innovation that equips students with the mindsets and skills 

to identify human- centered problems and to imagine and implement solu-

tions through experimentation.12 Fellows apply design thinking to their 
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work as change agents, and they have discovered that this approach is a 

useful way to engage their peers in I&E.

Scaling a National Movement

To create a national movement, we knew we had to think differently about 

how to identify and cultivate Fellows at a larger scale. We instituted a six- 

week online training using videoconferencing to help form connections with 

students located throughout the United States. These virtual meetings expose 

potential Fellows to custom- designed curricula, national resources, and pos-

sible program models. Employing a constructivist approach, candidates are 

required to apply their learning, produce new knowledge about their campus 

context, and publish it on the UIF open- source wiki.13 The online approach 

enabled the program team to accept many more students while effectively 

gauging their commitment and potential.14

Upon successful completion of the online training, students are officially 

launched as Fellows. The UIF team contacts faculty and campus commu-

nications officers with news of each Fellow’s launch, landscape research, 

and project plans, resulting in hundreds of press mentions annually. Upon 

launch, Fellows get to work on their plans. They create prototypes of new 

learning opportunities and get feedback from students, faculty, and admin-

istrators without devoting a lot of resources to any one idea before they 

know it meets a need. Taking action also helps Fellows learn more about 

other stakeholders from whom they can gain support.

Every spring, newly trained Fellows are invited to a three- day Silicon Val-

ley Meetup at Stanford’s d.school and Google to expand their knowledge of 

innovation ecosystems as well as change and engagement strategies. Meet-

ing hundreds of like- minded young change agents makes Fellows feel part 

of a national movement.15 Lastly, each institution’s financial sponsorship of 

its Fellows’ enrollment in the program contributes to a stable base of return-

ing schools and strong word of mouth to attract new schools.16

The Journey to Become a Fellow

The best way to understand the transformation from student to change 

agent is to follow one on her journey. Computer science student Angelica 

Willis was tapped to become a Fellow by faculty and staff at North Caro-

lina A&T State University, a historically black college/university (HBCU) in 
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Greensboro, North Carolina. A faculty member had heard from colleagues 

at other institutions about the growth in their own I&E programs, driven 

by the engagement of student leaders involved in UIF.17

Willis was intrigued by the program’s mission and inspired by stories of 

Fellows creating impact at their schools. While the time commitment was 

substantial in an already jam- packed academic load, Willis was a fan of 

extracurricular learning opportunities that allowed her to apply her com-

puter science skills to interesting problems. She applied alongside two other 

students from her campus. We require an institutional endorsement, so 

her faculty advisor also applied to become her “Faculty Champion.” Once 

her application was submitted, we invited her to a video interview with 

Nadia Gathers, a current Fellow working on creating a social entrepre-

neurship major at Converse College. Additionally, Willis met three other 

candidates from across the nation who shared her passion for creativity, 

innovation, and entrepreneurship. A few weeks later, she received notice 

of her acceptance.

The six- week, online training featured hands- on activities, including a 

design challenge that gave Willis tools and strategies to interview students 

and faculty at her school to better understand their perspectives on I&E 

(figure 3.1). She used the Landscape Canvas to uncover the assets present in 

the I&E ecosystem at North Carolina A&T and identify gaps in the student 

experience. During weekly videoconference sessions, Willis talked with 

peers who faced similar challenges and heard about potential solutions that 

had worked at other campuses.

The final training sessions required Willis to create a YouTube video 

pitch, along with wiki pages of her research and project plans. She shared 

these materials at a stakeholders’ meeting— a gathering in which Fel-

lows convene the institution’s administrative, faculty, and student I&E 

 leaders— to get feedback and garner support.

The launch was exciting for Willis. She and her Faculty Champion received 

a congratulatory email welcoming them into the Fellows’ community. 

The UIF team issued a press release to the North Carolina A&T communica-

tions office, resulting in an article on the campus website.18 In addition, we 

sent a “pinning kit” to the Faculty Champion, which contained a small lapel 

pin for Willis and suggested guidelines for recognizing her new role with a 

pinning ceremony. The ceremony served as an opportunity for university 

leaders to interact with Willis and her Faculty Champion and to learn more 
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about their plans. Following training, Willis got right to work on her ulti-

mate goal of developing a maker space to nurture interdisciplinary learning 

opportunities across campus. Willis started by creating the Aggie Innovation 

Network, a social entrepreneurship club, and began convening meetings 

with peers in her lab. By opening up their efforts to community members, 

including high school students, North Carolina A&T students started work-

ing on real issues facing the community. That’s where Project Forage, a food 

desert mobile app, was born, among other projects. Willis and her team 

decided to raise funds for the maker space by entering the HBCU Innovation 

Challenge, ultimately winning the top prize of $15,000.

Willis gained even more clarity in her role as Fellow when she attended 

the three- day Silicon Valley Meetup a few months later. There she met 

nearly three hundred other newly launched Fellows from all over the 

country (figure 3.2). The meetup expanded her knowledge of viable strat-

egies to nurture I&E on campus. Willis heard about moonshot thinking 

from leaders at Alphabet’s X and learned how Google promotes a culture 

Figure 3.1

UIF candidates undergo six weeks of training in an online videoconference environ-

ment. Pictured are the UIF team orienting new candidates, including Leticia (bottom 

row, right), Humera (middle row, right), Katie (middle row, left), and Laurie (top row, 

center). Also pictured is Angelica Willis (top row, right), patching in from North Caro-

lina A&T with her Faculty Champion and other student candidates for the program 

in the fall of 2015. Photo: Humera Fasihuddin.
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of innovation and inclusive practices.19 She spent the following two days 

at Stanford’s d.school, exploring strategies to design and facilitate engag-

ing  learning experiences and ways to evolve plans to effect change on 

campus. She visited Microsoft and learned about The Garage, a global net-

work of spaces nurturing the entrepreneurial mindset of employees. Willis 

reflected that the meetup taught her how to ensure the sustainability of her 

efforts:

I realized how much more Fellows were able to accomplish with a formalized 

team, to bring more people into the movement, and to leverage the group as a 

future selection pool for future A&T Fellows. This helped show our faculty and 

stakeholders that we were serious about “making” things happen. Additionally, 

our African American Fellows across the nation created a sort of affinity group 

within UIF to support each other’s efforts within the diversity innovation space. 

Ultimately the meetup showed me that I, and like- minded students, were in con-

trol of the UIF impact on my campus, not my faculty, not my administration, not 

our funding.20

Figure 3.2

Angelica Willis, a University Innovation Fellow from North Carolina A&T State Uni-

versity, attended her first Silicon Valley Meetup in the spring of 2016. From left: 

Angelica Willis, Briana Cantos, Kathryn Christopher, Hannah Hund, Asya Sergoyan, 

LaRissa Lawrie, and Ann Delaney. Photo: Patrick Beaudouin.
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Willis realized her dream of developing a maker space when faculty and 

administrators matched the $15,000 her team had won with physical space 

at the campus library. What’s more, the meetup helped her realize that 

it wasn’t enough to have an innovation space; what mattered was what 

people did inside the space. What cultural norms, behaviors, and attitudes 

might she help establish that would draw in participants and keep them 

coming back? A thriving community grew out of her efforts, and Willis’s 

achievements brought her recognition by President Barack Obama as a 

White House Champion of Change for Computer Science Education in 

2016. When Willis graduated, the Fellows that followed her built on her 

work and continued to enhance the higher education experience at North 

Carolina A&T. Willis remains involved in the network, mentoring Fellows 

and staying connected with her colleagues across the nation.

How Students Effect Change at Their Schools and Beyond

The Fellows’ training equips them with the knowledge, skills, and mindsets 

to be agents of change at their schools. This is the big idea that gives the 

program its unique impact. In the process of becoming Fellows, students 

gain knowledge about the I&E resources available to students at their cam-

pus as well as those at other schools. They also practice the skills needed 

to craft and advance strategic projects, to enrich the landscape of available 

learning opportunities. But arguably the program’s most important contri-

bution is in changing students’ attitudes (or mindsets). This change is not 

dependent on how well they can complete a task or apply a given method, 

but on their beliefs about what they are capable of doing. The program 

gives these budding change agents permission to act and, in doing so, con-

tributes to building their sense of agency.

Three program elements are particularly effective at building the Fel-

lows’ sense of agency. First, Fellows report drawing inspiration from meet-

ing a large number of like- minded students, some of whom face similar 

challenges and some of whom have already achieved significant impact 

at their schools (figure 3.3). Second, having access to a repository of con-

crete resources and strategies allows Fellows to achieve results more quickly. 

Third, the experience of witnessing program staff continuously improving 

and scaling the program reinforces the value of an experimental, iterative 

approach.
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As a result of this training, Fellows feel empowered to act. They under-

stand that the institutional challenges they are tackling require learning by 

doing, as well as courage, persistence, and flexibility. According to entrepre-

neur and author Peter Sims, rather than planning an entire project or start-

ing with a big idea, organizations should create a set of small experiments 

designed to inform larger goals. He calls these experiments “little bets.”21 

Kettering University Fellow Alan Xia echoed this approach, saying, “The 

big thing is the rapid execution of ideas. Planning is key, but if you can have 

many executions, then you subsequently have many learning experiences. 

Fail fast and often in the early stages of development, and the multitude of 

learning experiences will help you execute something incredible.”22

The program also contributes to the mindsets of Fellows by encouraging 

them to develop empathy. Only by understanding what motivates other 

students, as well as faculty and administrators, are Fellows able to imple-

ment lasting change and create resources that add real value.

Armed with a sense of empathy, agency, and knowledge about campus 

assets and needs, Fellows embark on their projects. These projects loosely fall 

Figure 3.3

University Innovation Fellows gathered at Stanford University’s d.school for the Sili-

con Valley Meetup in the spring of 2016. Photo: Ryan Phillips.
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into four groups: (1) physical spaces, (2) educational activities, (3) student 

groups, and (4) outreach to alumni, as well as to the broader community.

Creating Environments That Nurture Student Innovators

Fellows recognize that creating or repurposing physical spaces where stu-

dents can gather and collaborate is a powerful strategy to achieve lasting 

change and to attract more students to I&E. The visit to Stanford’s d.school 

and Google during the Silicon Valley Meetup exposes Fellows to environ-

ments that have been intentionally designed to promote behaviors associ-

ated with innovation, such as collaborating with others across disciplines, 

sharing ideas, and making. At the meetup, Fellows use these spaces and 

participate in hands- on activities to understand the design principles that 

have guided their creation so that they can apply those principles to create 

and transform spaces at their schools.23

In 2014 alone, Fellows were involved in the creation of new spaces at 

twenty- two schools. Fellow Ryan Phillips, a computer science major with a 

minor in mathematics at the University of Oklahoma, was instrumental in 

connecting the efforts of different departments; he raised $5 million from 

five deans to build a 20,000- square- foot Innovation Hub on campus.

But spaces do not have to be brand- new buildings. In fact, repurposing 

and redesigning existing, underutilized spaces can have as much impact. 

When Fellow Alexandra Seda conducted field research to complete the 

Landscape Canvas for her school, Ohio Northern University, she realized 

that students did not spend time in the engineering building outside of 

classes. As a result, the casual encounters that lead to brainstorming and 

collaboration were not happening. She pitched the idea of a dedicated stu-

dent space to one of her professors, who in turn shared it with the dean. 

When the dean provided funding to transform the Freshman Design Studio 

into a commons, Seda and another student invited all engineering students 

to join the effort of changing not only the physical environment where they 

learn but, through it, the school’s culture. The group who answered the 

call became ION (Innovators of Ohio Northern). Over a break, the ION stu-

dents transformed the space, bringing in comfortable couches for casual 

conversation and brainstorming, and covering the walls with whiteboards. 

As Seda put it, “We are more than just students here. We are partners with 

the University.”
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Other students are working together to build maker spaces. In Novem-

ber 2015, the Michigan Tech Fellows convened students, faculty, and staff 

to brainstorm ideas to create the school’s first maker space by turning a 

refurbished bowling alley into a place for anyone in the community to col-

laborate, design, build, tinker, and bring their ideas to life. Maker spaces like 

the one at Michigan Tech are being built at universities across the nation, 

as the value of the maker culture in the education of all students gains 

acceptance.24

At schools where multiple maker and coworking spaces exist, Fellows 

strive to democratize access to those spaces. At many universities, maker 

spaces, labs, and machining locations are scattered in several locations 

across the campus. However, these resources are not universally available 

for use by undergraduate students, often because a lack of training creates 

safety concerns. At Kettering University, Fellow Alan Xia came up with the 

idea to take the kind of resources that were accessible only to students in 

certain engineering classes and make them accessible to the whole stu-

dent body and members of the community. For his “Open Lab Days,” Xia 

enlisted the help of other students and instructors who could provide guid-

ance and safety training, and he drew in a full house of students, faculty, 

community members, and even school- age kids to use the foundry, welding 

machines, and other equipment for the first time.

Reimagining Learning Experiences

Whether through for- credit courses or cocurricular activities such as hack-

athons, Fellows design and facilitate experiences that allow students to take 

ownership of their learning process and expand it beyond the walls of the 

classroom. While curricula are often slow to change, Fellows use UIF strat-

egies to create opportunities for all students to learn (almost) anything, 

anywhere, and at any time.

Consider the work of Tanner Wheadon, a Fellow who majored in technol-

ogy management at Utah Valley University.25 When he presented university 

administrators with the idea of opening an innovation space on campus, 

he was told it would be included for consideration in the five- to- seven year 

plan. Undaunted, he scraped together what little funding he could, pur-

chased a $500 rolling industrial cart like the one he had seen at the d.school, 

and filled it with $200 worth of prototyping supplies (figure 3.4). As word 
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of his “mobile maker space” spread, Wheadon’s “little bet” paid off, and he 

started receiving invitations to bring the cart to different courses. Based on 

the success of this project, Utah Valley University expedited the timeline to 

building an innovation space from five years to just three.26

Wheadon also thought about how he might be able to use his mobile 

maker space to reach all students at Utah Valley University, not only those 

already engaged in I&E. He discovered that one of the classes that students 

could take to satisfy the general education requirements, “Understanding 

Technology” (Tech1010), presented an opportunity to include new content. 

He designed a pop- up module of design thinking activities that could be 

included in a two- week section of the course.27 Wheadon’s module had stu-

dents go out of the classroom to identify problems on campus in need of 

creative solutions. After teaching a successful pilot using the prototyping 

cart, Wheadon trained all Tech1010 instructors to teach the design thinking 

module, reaching 1,500 students annually across all majors.

Figure 3.4

Tanner Wheadon, a University Innovation Fellow from Utah Valley University, cre-

ated a mobile maker space for his school. Photo: Tanner Wheadon.
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Fellows often leverage collaborations with other national organizations 

that program staff regularly spotlight. Jonathan Spiegel, Fellow at the Uni-

versity of New Haven, hosted a 3 Day Startup event, a hands- on workshop 

used by colleges across the globe to teach entrepreneurial skills.28 Similarly, 

Corey Brugh and his team of Fellows helped establish the National Academy 

of Engineering’s Grand Challenge Scholars Program at the Colorado School 

of Mines. These collaborations allow Fellows to hit the ground running 

and leverage the resources, know- how, and brand visibility of established 

programs. In the process of planning such events, Fellows also discover that 

facilitating learning requires careful planning of the experience, including 

configuring the physical space and supplying engaging materials that go 

beyond a slide deck.

Reaching All Students

Many Fellows form new student groups as a vehicle to transform learning 

at their schools. This was the case of Grand Valley State University Fellows 

Kathryn Christopher and Leah Bauer. They realized that most students only 

interacted with other students in their major. To help break down these bar-

riers, they created a group called IDEA (Interdisciplinary Entrepreneurship 

Alliance) that considers problems from the outside world and encourages 

students to collaborate with others outside their major, using design think-

ing to come up with solutions.

In other cases, Fellows join existing groups. Alex Francis, a PhD candi-

date in mechanical engineering at the University of Wisconsin- Milwaukee, 

became the president of the UWM chapter of the Collegiate Entrepreneurs 

Organization (CEO), a national student group traditionally composed of 

business students. According to Francis’s Faculty Champion Ilya Avdeev, 

having Fellows take standard campus- leadership positions has attracted a 

more diverse set of students to I&E offerings. Belonging to multiple student 

groups creates opportunities for cross- pollination and sharing of ideas that 

benefit everyone.

As strategic thinkers and doers, Fellows build on the work of previous 

cohorts; their initiatives evolve to address emerging demands. University 

of Pittsburgh Fellow Karuna Relwani created the student organization Engi-

neers for Sustainable Medical Devices (ESMD) to provide biomedical engi-

neering students with hands- on experience in working with physicians to 

design medical devices, from surgical mounts to brain stimulators. As the 

student organization grew and more Fellows joined, ESMD was rebranded 



40 H. Fasihuddin and L. Britos Cavagnaro

and grew into the Design Hub, reaching other majors outside biomedical 

engineering.

Fellows learn to be mindful of the language they use to design and pro-

mote events and activities in order to engage a broader population that 

might not be attracted by the words “innovation” and “entrepreneurship.” 

As a generation that has lived through the dot- com and real estate bub-

bles, #occupywallstreet, and ballooning student debt, many students may 

equate entrepreneurship with business, and business with capitalism and 

greed. To reach other disciplines, Fellows may instead lead with “creativity” 

or “making.” However, these terms elicit particular associations as well that 

can limit their appeal to certain groups of students. For instance, innova-

tion may be equated with product design, while creativity and making may 

be associated with art. Understanding the audience they want to reach and 

using language that resonates with that audience is part of the empathy- 

driven strategy Fellows employ to reach all students.

Engaging Community and Alumni

Fellows understand the importance of connecting with the community 

that surrounds their institutions, including organizations supportive of 

innovators and entrepreneurs, local industry, and the K– 12 education sys-

tem. Angelica Willis, introduced earlier, is just such an example. The maker 

space she developed was aimed at drawing in members of the underserved 

population in Greensboro, North Carolina. As they engage with members 

of the local community, students tackle real challenges, such as urban food 

deserts and crime.

Clemson University Fellow Bre Przestrzelski has facilitated several K– 12 

design thinking experiences, including the Design Discovery (D^2) Pro-

gram, a semesterlong immersive experience for rising high school juniors 

and seniors interested in biomedical engineering and health, in partnership 

with St. Joseph’s Catholic High School in Greenville, South Carolina.

Going beyond her individual community outreach effort, Przestrzelski 

combined forces with Ben Riddle, a Fellow at nearby Furman University, 

to organize the first UIF Regional Meetup in Greenville in October 2014.29 

Fellows from across the country and students from universities in the area 

gathered to apply design thinking to a community challenge and learned 

lean start- up techniques. After that successful pilot, Fellows at the Univer-

sity of Maryland, Kent State University, James Madison University, William 
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Jewell College, Georgia Tech, the University of Wisconsin- Milwaukee, 

LaSalle University, Wichita State University, Utah Valley University, Uni-

versity of North Dakota, Universidad Católica del Uruguay, Universidad de 

Montevideo, Universidad Tecnológica del Uruguay, Universidad CLAEH, 

and University of Twente, also organized Regional Meetups to showcase 

their campus assets and attract new students to the movement.

Fellows have also been effective in enlisting members of their school’s 

alumni, many who are successful entrepreneurs, as supporters of I&E initia-

tives. A team of University of Maryland students co- led by Mackenzie Bur-

nett spearheaded Bitcamp, one of the country’s largest hackathons. Fellows 

produced a video that highlighted Bitcamp as a model for interdisciplin-

ary education that should be available to all students in the classroom. 

The video set in place a chain reaction that resulted in university leaders 

inviting the cofounders of Oculus to speak, shortly after the company’s $2 

 billion sale to Facebook. Oculus cofounder Brendan Iribe (a former Mary-

land computer science undergraduate) cited student leadership and Bit-

camp as a significant reason behind a $31 million gift toward a new Center 

for Computer Science and Innovation.30

Bringing the Student Voice to National Conversations  

about Education and I&E

Fellows not only accelerate change on their campuses, but they also con-

tribute a student perspective to national conversations about education and 

I&E. This fills an important need, as too many discussions about what stu-

dents need or want fail to engage the students themselves.

Fellows have brought the student voice to organizations and gatherings 

that have never before had students as presenters. In April 2014, ten Fellows 

participated in the “Educating Engineers to Meet the Grand Challenges” 

workshop held at the National Academy of Engineering. The event brought 

together leaders from academia, associations, start- ups, service learning 

organizations, and industry to identify best practices for preparing students 

to meet global challenges such as poverty and access to water.31 The Fellows 

were active contributors and were instrumental in galvanizing the support 

of the attending engineering deans. Fellows have additionally presented at 

the White House, the Deshpande Symposium, VentureWell’s Open Confer-

ence, Epicenter’s Research Summit, the Annual Conference of the American 

Society of Engineering Education, the Global Entrepreneurship Summit, 
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SXSW Edu, and the Annual Conference of the Association of American Col-

leges and Universities.

Fellows have also mobilized leaders at their schools to rally behind such 

national causes as attraction and retention in STEM disciplines. In March 

2015, Fellows from ten schools obtained the signatures of their schools’ 

presidents on a joint letter of commitment presented to President Obama on 

occasion of the White House Science Fair.32 The campaign, called “#uifresh” 

(University Innovation Freshmen), has grown to hundreds of schools that 

are now exposing all incoming freshmen to experiences in design thinking, 

innovation, and entrepreneurship.

From School to the Real World

When Fellows graduate and join the workforce, they bring valuable skills 

and mindsets, whether to existing corporations or their own ventures. 

Ryan Phillips, a Fellow who graduated with an engineering degree from the 

University of Oklahoma in 2015, accepted a job as a program manager at 

Microsoft. He soon realized that his employer greatly valued the skills he 

had learned as part of the UIF program, especially his experience solving 

problems with unknown solutions and unknown paths. Phillips’s core proj-

ect as a Fellow resulted in a collaborative culture square in the middle of the 

university’s research park— which brought together students from arts and 

sciences, engineering, and architecture— located right next to world- class 

research and Fortune 500 companies. Every aspect of the project involved 

unknowns and collaboration. Phillips discovered that Microsoft values 

people who can act as “mini- CEOs” of the projects they work on— taking a 

large problem, breaking it down, finding creative solutions that fit together, 

and executing to success. These are exactly the skills Fellows gain navi-

gating complex environments, forging collaborations, and creating lasting 

institutional change.

Nadia Gathers graduated from Converse College in 2015 and began 

a  career at Code2040, a nonprofit working to provide black and Latinx 

students access to coding careers in Silicon Valley. Gathers’s experiences 

in the Fellows program helped them design communications strategies for 

Code2040 that successfully attracted hundreds of underserved minorities 

to summer internships in the Bay Area and encouraged them to seek such 

career pathways.33 Gathers’s success at Code2040 led to a management 
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level position at the large tech firm Github, where they now design internal 

communications strategy for the company. As the youngest member of the 

team (and also one of the youngest in the company), Gathers credits their 

poise, confidence, and earned credibility to the savvy they obtained from 

leading Converse College to create the new social entrepreneurship minor 

that is now available to all students.

Fellows report that their experiences navigating change in academia 

and persevering in creating an impact rank highly in conversations with 

potential employers. Hiring managers appreciate talent who can “learn 

the system” and get things done. Fellows have a saying: “Once a Fellow, 

always a Fellow.” With a passion for innovation, they continue to apply 

their change agent skills at traditional Fortune 500s such as MasterCard, 

Lockheed Martin, and Procter & Gamble. Fellows thrive in start- up compa-

nies like Handshake, a firm that is reinventing software for university career 

services departments, or Spira, an innovative venture in the food sector that 

aims to combat malnutrition and food insecurity. Fellows also lead innova-

tion within nonprofit organizations like St. Jude’s Hospital and Capital Area 

Food Bank. Finally, many Fellows pursue graduate studies or are invited to 

stay on as staff with their academic institutions, where they continue to 

help build I&E ecosystems.

A Program Model That Works

The economics of student- led efforts are difficult to sustain. Many of these 

efforts are funded by student government organizations that compete for 

limited dollars and/or rely on club dues. Institutional funding is not geared 

toward student- led initiatives. This has required us to design a business 

model that minimizes the risk and uncertainty of working with students 

and yields a return on investment for all involved. A strong value proposi-

tion for students, faculty, and institutions supports the appeal of UIF.

Student Value Proposition

Students are at the center of our work. Applicants are attracted to the oppor-

tunity of becoming Fellows because they are motivated to make a difference 

at their schools. They are passionate about what I&E empowers people to 

achieve. Receiving a nomination from their school inspires candidates, as 

does the opportunity to participate in the Silicon Valley Meetup. Fellows 
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report that the affiliation with a national program lends them legitimacy 

and institutional support.

Above all else, Fellows report that the single most important asset com-

ing out of their participation is the network and the feeling of belonging to 

a large and growing family of like- minded change agents. Candidates learn 

from one another and from each other’s ecosystems. After training, Fellows 

gain access to an active online community of peers, where they can share 

new strategies and pose questions. They remain connected to this network 

even after they graduate from their institutions.

Faculty Value Proposition

Traditional structures and incentives in academia are almost exclusively 

centered on disciplines and departments. At many academic institutions, 

scholarly research comes first, followed by teaching, with service ranked 

far behind. As a result, faculty who are passionate about and committed to 

advancing I&E may not experience any direct benefit in terms of promo-

tion and tenure. Faculty who commit to I&E often do so because they see 

the positive effect on student learning and motivation.34 This interest often 

leads them to introduce I&E in the context of their discipline with team- 

based projects focused on real- world problems, which can result in student 

innovations.35 In the absence of an innovation ecosystem, faculty witness 

too many discontinued student projects that could have resulted in real- 

world impact. For these faculty, University Innovation Fellows bring the 

value of a stronger I&E ecosystem that can nurture student projects that 

have the potential to increase the impact of their research. Faculty Champi-

ons, who are themselves change agents, find in Fellows collaborators who 

not only have been trained to effect change, but who can leverage their 

student perspective to engage other students.

Institutional Value Proposition

US institutions of higher education are steadily increasing their invest-

ment in programs supporting entrepreneurship.36 Studies show that faculty 

engagement in institutional change efforts are supported by the positive 

outcomes and increased motivation seen among participating students. Stu-

dent engagement is never the sole factor in driving curriculum change, but 

according to researcher Ruth Graham, “even the more reluctant [faculty] 

see the difference in the students and the higher levels of motivation.”37 
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Consistent with this, institutional leaders report that a Fellow’s voice can 

play a prominent role in accelerating change efforts and informing cur-

ricular changes.

In our experience, there is no stronger driver for peer engagement than 

students themselves. Fellows are magnets for other students, experimenting 

with ways of framing new offerings that resonate with peers and achieve 

increased levels of student engagement. Fellows are reaching hundreds of 

peers on campus, with new spaces, workshops, courses, and clubs.38 Faculty 

who regularly sponsor students have confirmed that Fellows are serving as 

partners, advising and helping ensure sound organizational strategies that 

positively impact students.

A Growing Movement

UIF serves as a growing platform for student- led change in higher educa-

tion institutions— one that reimagines learning beyond traditional curricular 

activities, one that aims to recruit university students of all backgrounds and 

disciplines, one that connects its fellows with alumni and industry networks 

to better prepare them to be innovators and entrepreneurs after graduation.

Building such a movement is not without challenges. It requires iden-

tifying candidates and Faculty Champions whose motivations are aligned 

with the UIF mission. Also, the student- faculty partnership toward a com-

mon goal of institutional change is different from the traditional relation-

ship within the classroom or the research lab; Faculty Champions need to 

strike the right balance between support and control, and to empower the 

Fellows to take initiative. Additionally, at schools where there are many I&E 

resources, issues of territoriality can arise. Institutional cultures are some-

times difficult for students to navigate successfully. Fellows are encouraged 

“to lead when leadership is required and exercise humility, when not.”39 

These are values identified by Google and other industry leaders as key 

skills, but they are not necessarily principles employed by traditional man-

agement structures in academia.40

Despite the obstacles, the program has grown significantly since its 

start in 2012. With a rapidly increasing number of applicants and a high 

percentage of schools that have sponsored Fellows over several cycles, it 

became evident that the program was having a major impact and needed 

to continue beyond the end of the NSF funding.41
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With the help of NSF’s I- Corps customer discovery training, we identi-

fied a variety of new directions to expand UIF.42 The connection to Stanford 

and Silicon Valley has been a fundamental piece of the Fellows’ experience. 

In 2016, we transitioned to operate as an initiative of Stanford’s d.school, 

which has always been a center of gravity for the program. We subsequently 

developed a workshop for faculty to learn design thinking and apply it to 

creating new learning experiences at the classroom level and beyond. As 

of November 2018, we have conducted nine workshops and reached over 

380 educators.43 Additionally, we opened the program to higher education 

institutions outside of the United States, and we presently reach twenty 

other countries. Through a partnership with Google, we have expanded into 

India with 306 Fellows from forty-five Indian institutions.

The program continues to cultivate strategic partnerships with industry 

leaders that are interested in changing how young people are prepared to 

enter the workforce. We hope that this connection with a growing network 

of Fellows results in broadening the set of schools from which companies 

recruit. This is especially important given the growing awareness about the 

lack of diversity in industry.

As of November 2018, UIF has trained and supports over 1,800 Fellows 

across 250 institutions worldwide and has engaged over 380 educators 

in redesigning teaching and learning within their classrooms and more 

broadly at their institutions. The program’s substantial reach makes it well 

poised to catalyze new ways of thinking from all higher education stake-

holders toward collectively reimagining how we prepare students to invent 

the future.
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Innovative people are often described as curious, empathetic, imaginative, 

collaborative, and fearless. Yet individuals who possess these traits, or teams 

that possess them collectively, still sometimes fail at solving complex prob-

lems. Why? More importantly, what’s the solution?

The two of us together have more than twenty years of experience grap-

pling with these questions while tackling complex business problems for 

clients in virtually every industry, first at MAYA, our Pittsburgh- based design 

consultancy and innovation lab, and now for the Boston Consulting Group 

(BCG), which acquired MAYA in 2017. Our interdisciplinary team of strate-

gists, designers, engineers, and human scientists deliver solutions through 

creative collaboration. Using a human- centered and iterative approach, 

we architect innovations for clients such as Oreo, Philips, Whirlpool, even 

the Pentagon. We have found that a diversity of thought, which includes 

understanding how others think and work, is a critical “superpower” for 

high- performance teams. Returning to the question, then, of why tal-

ented individuals and teams sometimes fail to innovate, we believe there 

are at least three reasons, all of which are in the control of the individual 

or, in the case of teams, the creative leader.

The first reason is that many individuals lack an understanding of (and 

literacy in) the methods successful innovators use to solve different classes 

of problems. A thwarted innovator may be relying on a prescribed organi-

zational protocol, or perhaps chance, to discover an approach for tackling 

a particular challenge, rather than making use of specific skills and iterative 

techniques known to foster innovation.

The second reason is the temptation to take refuge in the popular “hero’s 

journey” narrative, in which the independent rebel innovator can solve 
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any problem through the force of will and genius alone. This mythology 

sells books and movies and may have even been true in rare cases, but in 

reality, the solutions to the hardest problems, those at the intersections 

of disciplines— the problems worth solving— cannot be solved alone. That 

doesn’t mean there isn’t room for single- minded creative leadership, but 

rather that leadership should be expressed at an appropriate place within 

the life cycle of a team’s journey.

The third reason is that the individual or team may be unaware of (or 

have limited awareness about) the impact of their environment on their 

ability to innovate. Even a team that does everything right will not inno-

vate in the wrong environment. In short, collaborative work is hard. Dif-

ferent ideas, agendas, and opinions can derail conversations, especially in a 

working environment that is ill- suited to the task at hand.

In our experiences at MAYA, we have learned to overcome these obstacles 

by developing a proven set of strategies for building innovative teams. We 

believe that innovation is about honing individual skills and then applying 

those skills through the service of interdisciplinary teams. These teams are 

assembled in a creative environment tuned for their needs, which promotes 

growth and maturity. We believe this method can be repeatedly applied in 

a host of circumstances to build and sustain high- performance, innovative 

teams to solve a host of “wicked” problems.

Increased Complexity and Wicked Problems

Our society has spent the last several centuries discovering and perfecting 

basic ways to solve problems by making a given thing and making it right. 

This approach to problem solving worked well enough when there were 

far fewer things to make right in the first place and when technological 

complexity was miniscule compared to what we encounter today— a world 

saturated with computation and billions (soon to be trillions) of connected 

devices. Today, when we can make almost anything that we can imagine, 

the most important problems for innovators involve making the right things 

instead of making things right.

In the book Trillions: Thriving in the Emerging Information Ecology, which 

one of us (McManus) wrote with our colleagues Peter Lucas and Joe Ballay, 

we outline MAYA’s vision of how the process of innovation is changing.2 
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There are many reasons why tomorrow’s innovation will be different from 

today’s. In what follows, we focus on the most critical factor: complexity. 

Most of the easy problems have been solved, because for much of human 

history, most people faced relatively little technological complexity. A few 

people had to cope with what Horst Rittel and later C. West Churchman 

called “wicked problems,” that is, problems that are resistant to resolution 

because they cannot be easily defined and have contradictory or changing 

requirements (figure 4.1).3 Most people, however, could go through their 

whole lives without coming face- to- face with technological complexity. If 

you were building the very first factory, or trying to connect the world 

with lines of communication, or building an airliner, or trying to launch 

Figure 4.1

The rise of complexity forces an ever increasing number of people to manage com-

plex and “wicked” problems. Courtesy of MAYA.
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a rocket ship, or working on solving large- scale social problems, then you 

had to cope with complexity of one form or another (either due to techno-

logical complexity or the complexities of society itself). But the sum total 

of complexity in the world was comparatively small and localized. Today, 

however, due largely to the rise of digital connectivity, we are facing an era 

of unbounded complexity.4

For context, consider advances in computation. As early as 2007, the 

world produced more transistors annually— at a lower cost— than grains of 

rice.5 In 2010, we produced more microprocessors than there were people 

on the planet (over ten billion that year alone).6 If we stopped there, we 

would still have a relatively manageable level of aggregate complexity in 

the world. But this supersaturated solution of computation has now been 

seeded with connectivity. Those billions— and soon trillions— of devices are 

now getting connected, and each of those trillions of things are sending 

billions of messages, turning into “bricks” when they get bad updates, or 

in some cases being co- opted for nefarious reasons. Many of the challenges 

that innovators face in the coming decades will be focused on addressing 

this highly interconnected world. To address these wicked problems, inno-

vators will need to improve their innovation literacy, build interdisciplinary 

teams, and pursue their work in environments optimized for creativity.

A Literacy for Innovation

Why do collaborative teams made up of innovative individuals fail? First, 

each discipline has its own language, tools, and ways of solving problems. 

This often leads to poor communication among team members trained in 

various disciplines and a tendency toward conflict and zero- sum thinking: “If 

it’s not my way, it must be the wrong way.” Second, it is harder to navigate 

through uncertainty when you have to defer judgment, suspend disbelief, or 

take a leap of faith as part of an unspoken (and necessary) agreement to trust 

the possible validity of what your teammates have to say. Third, space, time, 

and a different understanding of the problem tend to separate innovative 

people who should be working toward a common goal.

Team members need to be on the same page. Yet they often speak a 

different language derived from their specific discipline’s jargon. They are 

most comfortable with their particular tools and methods for solving prob-

lems, and they are often reluctant to come out of their comfort zones.
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Look, Understand, Make, Advance: A Human- Centered  

Design Framework

In 2010, the LUMA Institute was born out of the MAYA community to alle-

viate the design challenges resulting from the innate differences among 

people.7 We observed that many people had the characteristics of innova-

tors but lacked literacy and fluency around the basic skill sets of innova-

tion. LUMA Institute’s mission was to teach diverse individuals and groups 

a common lexicon and the skills needed for innovative, human- centered 

design. LUMA Institute began by conducting an in- depth study of the 

methods used by successful innovators, compiling a catalog of more than 

nine hundred techniques that spanned nearly a century. We then focused 

on the methods that people from various disciplines could learn and prac-

tice within a short time and that organizations could apply regardless of 

whether they were solving product, service, or policy- related challenges. 

These methods fit into categories that became the foundation for the orga-

nization’s name and approach:

Looking for unvoiced and unmet needs

Understanding how to analyze and synthesize findings into systems and 

models

Making to envision future possibilities

Advancing to move invention from idea to solution in the real world

The methods within these categories are tools for establishing a com-

mon ground for problem- solving among innovators across disciplines. For 

example, team members learn to “look” through such methods as fly- on- 

the- wall observation or contextual inquiry. Stakeholder mapping, persona 

development, and concept mapping aid “understanding.” Storyboarding, 

imagining alternative worlds, and rough- and- ready prototyping help a team 

focus on “making.” Iterative loops of looking, understanding, and making 

“advance” the right ideas into real world solutions.

These tools do not belong to any one discipline, so they do not require 

special training or expertise; they help people operate at the intersections of 

disciplines while using the same language. Further, many common tools do 

more than just invite team members to contribute— the very nature of the 

tool compels them to contribute. It is important to note that these tools are 

not just theoretical. MAYA has successfully and repeatedly field- tested them 

over many years in our human- centered design and innovation practice.
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Innovation Literacy in Action

Consider the case of industrial automation innovator Emerson Process Man-

agement. After working with MAYA and sending its project teams through 

literacy training and practice with the LUMA Institute methods, the com-

pany embarked on an effort to improve a product that had been in produc-

tion for decades. Its “Delta V” automation solution overturned thirty- five 

years of accepted practice of asset management within the factory setting. 

An evolutionary change to one of its own products drove dramatic improve-

ments in value to customers. At the end of this effort, a third- party analysis 

by the ARC Advisory Group documented an 82 percent reduction in factory 

worker time spent on routine tasks.8

Using the basic skill sets identified in the LUMA Institute framework 

allowed Emerson Process Management’s teams to focus on the human ele-

ment of the design challenge. They engaged real users of the product in an 

iterative design process, and those users were invested in the outcome and 

embraced the change. The LUMA Institute framework can take teams a long 

way toward making sure that unmet or unvoiced needs are solved in a way 

that is structurally sound and confers some future- proofing. As in the case 

of Emerson Process Management, many of the methods help to keep the 

focus on solving the right problems and making the right things.

Team Structures

If you are working on an incremental, evolutionary project, many classic 

forms of problem- solving may work just fine (figure 4.2). Moving from ver-

sion 2.5 to version 2.6 is a “little change” that creative and clever individu-

als or classic team structures may achieve. Often the solution is to find a 

team of experts and run a proven project management process.

However, these classic structures fail when they hit the limit of indi-

vidual expertise or even the limits of expert group innovation, particularly 

when the problems move across one form of expertise to another. One of 

the problems James Surowiecki notes in his book The Wisdom of Crowds is 

that teams of experts from any one domain tend to self- reinforce, exploit-

ing the center of their bell curve rather than exploring its edges.9 He also 

cites studies showing that experts cannot accurately predict how right or 

wrong they are (a process called “calibrating” their judgment).
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Experts from a given discipline speak a different language than experts 

from other disciplines. They have a jargon that has evolved over a long 

period of time and helps reinforce a community of practice. Jargon can 

be useful for deep research into a given topic, but it becomes an obstacle 

when you have to solve a problem at the edges of two disciplines. Experts’ 

perspectives are what makes their discipline so valuable but are also exactly 

what makes it so hard to understand them. When the problem spans tech-

nological, physiological, or social dimensions, finding a common ground 

can be complicated.

We believe most disagreements arise when people think they’re talk-

ing about the same thing but actually are not. Sometimes the disconnect 

between disciplines means that each successive member of the team has 

less time to deal with challenges. Worse, the team continues to believe it is 

following best practices and wonders why a project failed to have an inno-

vative outcome.

Building High- Performance Teams

Innovators on a journey to solve complex, interconnected, wicked prob-

lems need to take a different path than the traditional one described above. 

At MAYA, we have found that journey requires deeply interdisciplinary 

teams from the onset. We believe that interdisciplinary collaboration, when 

done right, can collapse seemingly intractable problems and shorten devel-

opment cycles.

Figure 4.2

Incremental problems can likely be solved using classic team structures. Courtesy of 

MAYA.
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Any system has a given minimum level of complexity that will have 

to be managed either by the creators of the system in its design, or by the 

end users during its use.10 We can’t always eliminate all the complexity in a 

given problem space, but sometimes we can move it around from one disci-

pline to another (figure 4.3). We can tame complexity. For instance, maybe 

a problem has no obvious technical solution, but we can use the native way 

people think (how cognition works) to solve it. Sometimes a different disci-

pline has already found a best practice in coping with a difficult challenge, 

but different language prevents others from seeing the patterns.

As Lucas points out in Trillions, talent within a discipline usually falls on 

a bell curve:

Those of average talent tend to huddle toward the center of their particular disci-

plinary piece. That is where they will find safety in numbers among many others 

who share the assumptions and values that they have all been taught. But this 

is not how the superstars behave. Rather, they migrate toward the very edges of 

their puzzle piece. Why? Because they know that by doing so they will encounter 

other bold thinkers like themselves, exploring the unknown territory at the edges 

of other disciplines. So, the interstices between disciplines are always where the 

action is. It is where the best practitioners go to invent the future.11

The challenge in building innovative groups is not in creating teams of 

people from different disciplines, but in finding those practitioners who 

have migrated to the edges and can act as bridges back to the core experts 

of a given domain.

Figure 4.3

High- performance teams can tackle complex and “wicked” problems that foil teams 

in traditional structures. Courtesy of MAYA.
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The Life Cycle of a Team

We have observed in our innovation practice that well- formed, high- 

performance interdisciplinary teams are emergent entities in their own 

right— innovative teams have life cycles. Armed with the methods and 

literacy of innovation, a team needs both guidance and freedom to grow, 

explore, and mature. When teams are born, they may need more top- down 

leadership to point them in the right direction. This is an appropriate role 

for single- minded creative leadership. But when teams become toddlers, they 

may test boundaries. When they experience adolescence, they may become 

far more competitive and begin to think they know everything and doubt 

their elders. As they mature, collaboration and wisdom may come to the fore.

We have found this pattern to be true whether the life cycle spans weeks, 

months, or years. Supporting this life cycle in a repeatable way is critical to 

sustaining a culture of innovation. Innovative teams live rich lives, make 

the right things, then ultimately die. At that point, their constituent mem-

bers recombine into new innovation entities.

Accelerated Trust

We have also learned that high- performance interdisciplinary teams depend 

on trust. Trust is the only way you can work with someone who sees the 

world differently. Suspending disbelief— not trusting your instincts for 

some decisions but rather trusting another person who sees the world dif-

ferently— is often key to collaborative innovation. You may not be sure why 

your teammate feels so strongly about something, but you trust that she 

has her reasons, and you trust that she will, in turn, support you when you 

sound like you are tilting at windmills.

Accelerating trust can have a lasting impact on the collaborative and 

creative workings of a team. Creative leaders can help in this process. For 

example, they can create ways to increase the number of cycles of decision 

making between team members early in the team’s life cycle. This helps 

members get a feel for how others will react in a given situation before more 

critical decision making is required.

Idea Flow

Building diverse teams and supporting their life cycle is not enough to 

ensure success. The way communication flows within a high- performance 

team— the “energy” being spent getting over the friction of teamwork— can 
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dramatically shape a team’s performance. Sandy Pentland’s research rein-

forces the value of collaborative innovation methods and draws focus to 

the underlying science of idea flow.12 He points out some key characteristics 

that define communication in a successful team:

1. Everyone on the team talks and listens in roughly equal measure, keep-

ing their contributions short and sweet.

2. Members face one another, and their conversations and gestures are 

energetic.

3. Members connect directly with one another, not just with the team 

leader.

4. Members carry on back- channel or side conversations within the team.

5. Members periodically break, go exploring outside the team, and bring 

information back.

In addition to Pentland’s observations, we add the power of drawing to 

promote idea flow. Sketching is the lingua franca among design disciplines. 

Unlike renderings or fully functional prototypes, sketches are fast, cheap, 

disposable, and easily allow members of a team to ask, “What if?” Anyone 

can sketch; even a stick figure can be a visual form that others on the team 

can interpret and extend.

The Double Helix

A number of MAYA’s methods for developing high- performing teams foster 

an increased amount of turn taking, high- energy interactions, cooperative 

creation of work products, and empathy toward others’ points of view. The 

approach is combinatorial. Certain combinations of techniques together 

are particularly well suited to increase and accelerate trust within the team.

One example combination is what we call the “double helix.” The  double 

helix is a form of scenario planning in which two threads of innovation— an 

advanced technology and a new business model— are developed indepen-

dently by two teams (figure 4.4). The ideas of each team inform the other as 

they are tested in accelerated time at periodic “crossover” events. A series of 

“rough- and- ready” prototypes of an entire system are built by the tech team 

in successive levels of fidelity over a period of days, weeks, or months. At 

the crossover events, the teams come together and simulate a year’s worth 

of activities in a week, and a week’s worth in a day. These include tasks 
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performed by representative users of the system as well as such factors as 

business externalities beyond the users’ control. The teams sit “behind the 

glass” while all this is happening, observing the flow and impact of their 

ideas to advance the next round of technology and business innovation.

The method uses a technique called “Wizard of Oz prototyping” in 

which the nonfunctional aspects of the system are manipulated to seem 

as if they are already functioning, much like the man behind the curtain 

in the famous story, who pulled levers to create the illusion of a grand and 

powerful wizard. This form of gaming fosters a shared understanding of the 

emergent challenges within a complex problem, creating a framework in 

which team members see what each of them would do in a given circum-

stance and how users respond to high- pressure situations.

MAYA has used the double- helix technique across a wide range of chal-

lenges, from inventing entirely new ways of collaborating in times of war, 

with programs like the United States Army’s Command Post of the Future 

initiative, to prototyping entirely new forms of connected factories for major 

consumer brands.13 An article documenting one of our double- helix- style 

Figure 4.4

MAYA’s double- helix framework uses simulation at crossover events to foster innova-

tion. Courtesy of MAYA.
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team events in the business journal Fast Company identified the value of 

this sort of petri dish approach for both the team and organization. Bonin 

Bough, vice president of global media and consumer engagement at Mon-

delez International (the parent company of Oreo, one of the participants in 

the event), noted, “The important thing is to put the experiment out, test it 

in the wild, but also [test it] with other thinkers that could help us explore 

and bring it back into the organization.”14

The Value of Creative Environments

The way an environment encourages communication to flow within a team 

can dramatically shape that team’s performance. A good rule of thumb we 

have found as we explore the formation and nurturing of innovative teams 

is this: If you can’t change the individual, change the environment.

Herbert Simon, the Nobel Prize– winning economist, proposed that 

humans have bounded rationality.15 He used the analogy of a pair of scis-

sors to describe the human mind (figure 4.5). Scissors work by pushing 

each of two blades against each other. That’s how they cut. You can’t really 

consider a pair of scissors without understanding both blades and how 

they interact. In his analogy, one of the blades is the brain, with all of its 

processes and cognitive limitations. The brain is the blade running all the 

rules. But when the challenges that are encountered are too complex to 

“fit” within the bounding of the brain, the mind compensates by pushing 

against the other blade, which in this analogy is the environment. The 

mind can exploit the physical world, with its known and regular structures, 

to offload complexity.

Consider ants. A fairly limited set of rules is running on their neurons. 

But ants somehow manage to build cities, fight wars, and harvest crops. 

Where does that rich and emergent ability to solve complex problems come 

from? Ants, it turns out, push against that other blade— the world, the uni-

verse, physics. They build complex nests, forage, and navigate by lever-

aging environmental stimuli— sun position, light patterns, texture, and 

chemical clues— to enhance their cognitive abilities. Think of how much 

the environment impacts our lives. We live in the physical world. And so 

does a team. If we are building an innovative team and don’t take the envi-

ronment into consideration, we are setting ourselves up to fail.
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Where It Is, Is What It Is

When we first started MAYA, we embarked on a significant multiyear 

research study to understand how people got work done in the real world.16 

Our team shadowed office workers, sketched their spaces, and asked lots 

of questions. We used these photos and sketches as tools to elicit real- time 

feedback: “Why do you pile papers over there?” and “How do you find 

things that are important?” We followed them to meetings, we sat at their 

desks, and we watched how the environment took shape, and was shaped 

by, their work.

Over and over again, we found that workers used space as a sort of exter-

nal memory. For example, we observed a person in his workspace who was 

looking at an airline site to make a reservation. He had a number of Post- it 

notes tacked to his computer screen to remind him of important tasks, 

while planning some of his activities using a calendar application. One 

glance told us a great deal about what he cared about at that moment, and 

Figure 4.5

Herbert Simon’s scissor analogy implies that if you can’t change the person, change 

the environment. Courtesy of MAYA.
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we could tease out how he was organizing his efforts. This space was his 

external memory; the space remembered for him.

Many people have heard the classic idea that humans can retain about 

seven (plus or minus two) things in short- term memory.17 While the reality 

may be a bit more complicated than that, it does appear that we have a lim-

ited capacity for short- term recall. Some say it is about a two- and- one- half 

second episodic “loop.”18 We can keep a seven- digit phone number in our 

heads perfectly fine, at least until we can find a place to write it down. But 

try to recall a hundred digits of π and we are out of luck.

We started calling office workers’ external use of space “Where it is, is 

what it is,” because people used location to “index” their work. For exam-

ple: This pile is for stuff I have to do right away; this pile is just fun reading. That 

pile is stuff I have to do but don’t want to do. We understand this principle 

intuitively; imagine how you’d feel if someone secretly entered your office 

at night and moved all your stuff around. When we ignore the environ-

ment, it is like tying our arms behind our back.

A Machine for Innovation

Imagine a typical conference room. There is a long table, a podium where 

someone will present from a slideshow, and a projection screen. More often 

than not, there is a small whiteboard behind that screen. Now imagine you 

are going to have a meeting in this room. You want big thinking. Someone 

lowers the projection screen and stands at the podium and holds forth. 

After fifty slides— with five or six bullet points per slide— it is now time to 

be innovative! But since, like everyone else, you have a limited short- term 

memory, you can’t remember much of this presentation except maybe the 

loudest or most persuasive voice or the last few points. Meanwhile, that big 

table has given the team quite a bit of surface area to set up their laptops 

and start checking their Facebook accounts and emails.

Now consider a very different environment. In the southwestern part of 

North America, you can find Native American structures called “kivas.” The 

kiva was used for community meetings and special ceremonies. The entire 

community would gather in the kiva, often entering from above by climb-

ing through a hole and down a ladder into the space. The act of entering the 

kiva symbolized that something different and important was happening.

We found these community spaces inspiring. We began experimenting 

with kiva- style environments more than two decades ago. In contrast to 
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that traditional conference room, the MAYA Kiva is a machine for innova-

tion. You can still pull down a projection screen, but at the same time that 

someone explains an important point on a slide, someone else can draw 

what it means on the walls. Three- hundred- sixty degrees of whiteboard 

allow participants to collaboratively capture far more than the last seven 

things someone said. There is no central table. Everyone sits around the 

periphery with movable chairs and tables, within arms’ reach of an area to 

draw (figure 4.6).

In the MAYA Kiva, ideas have a chance to live and breathe, and over the 

course of the day, team members are mixed together. Participants have to 

move out of the way as each part of the environment begins to fill up with 

ideas. People and positions naturally recombine as the team exercises the 

room and finds new forms of equilibrium. Where ideas end up on the wall 

turns out to be what they are.

In his book Moonwalking with Einstein, Joshua Foer notes that people have 

used vivid images in physical places for thousands of years. He reminds us 

that we can remember 1, 10, 100, 1000, or even 10,000 things when we use 

these sorts of “memory palaces.”19 Often, we find people walking back into 

a MAYA Kiva after having had a meeting there years before. They will walk 

over to a part of the wall and say something like, “Remember that iceberg 

Figure 4.6

View of a MAYA Kiva showing whiteboard walls that move to create a 360- degree 

writing surface. Photo © Ed Massery.
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we drew over here?” Everyone on the team will be brought back in time and 

recollect the idea. This is a powerful example of “Where it is, is what it is.”

Supporting Project Evolution

Kiva- style spaces are valuable during the inception phase, but teams may 

need different environments during other phases of a given project. For 

example, during formation, it is important to be able to mock up ideas rap-

idly; providing prototyping areas facilitates this activity. During periods of 

contemplation and personal exploration, project spaces that allow for the 

layering of ideas over months support the team in synthesizing and generat-

ing ideas. During evaluation, usability labs help control variables and facili-

tate engagement with stakeholders. And well- designed social spaces facilitate 

interaction and idea flow across different project teams. The idea of Simon’s 

scissors can be applied by providing spaces to support innovation activities 

throughout the team’s life cycle.

Conclusion

The process of innovating doesn’t just happen on its own. Despite that 

romantic notion of the independent rebel innovator, a smart problem- 

solver cannot go it alone in a world of rampant technological complexity 

and wicked problems. Arriving at tenable solutions today demands that we 

figure out how to overcome politics, turf wars, and human nature in order 

to morph diverse, innovative individuals into cohesive, high- performance 

teams. We believe that interdisciplinary collaboration done right can col-

lapse seemingly intractable problems, help solve the right problems, and in 

the process shorten product- development cycles.

In this age of unbounded complexity and wicked problems, organiza-

tions can no longer count on the product- development processes that 

worked when all they needed to do was make things right. Today, compa-

nies need to figure out how to make the right thing, and that demands a 

new approach to innovation built upon collaboration, not competition or 

separation of disciplines. But real collaboration can be a struggle, combin-

ing as it does vastly different viewpoints, learned methodologies, goals, 

and even descriptive language. There are, however, optimal methods, team 

structures, and environments for making interdisciplinary collaboration 

much easier, more creatively satisfying, and more innovative. We believe 
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that innovation today is about honing and applying individual skills in 

the service of high- performance, interdisciplinary teams working within a 

creative environment tuned specifically for its needs and maturity.
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In the spring of 2011, a small group of slightly irreverent and off- kilter pro-

gram staff at the National Science Foundation (NSF) developed the Innova-

tion Corps, better known as I- Corps. Combining a curriculum focused on 

assessing business potential with team building and mentorship, I- Corps 

helps budding entrepreneurs bring NSF- funded, technology- enabled proj-

ects to the market— in other words, to innovate. What today seems like an 

obvious extension of the NSF program portfolio was, at the time, a high- risk 

start- up led by a bunch of misfits with a small chance of success. I was the 

head misfit and led the program for the first two and a half years.

In what follows, I share some insights on what we hoped to accomplish, 

how we structured the program, and how I- Corps fits into the broader inno-

vation ecosystem. I am, of course, only one person among the many who 

participated in the founding first years of the program; my comments are 

naturally colored by personal biases and foibles (of which there are many). 

Moreover, having since left NSF for the venture capital industry, my current 

perspective and interests are not necessarily the same as NSF’s. My opin-

ions, in other words, are my own.

A little about me: I arrived at NSF in 2003 with a background in sys-

tems engineering and entrepreneurship, both successful and not. After 

some time working on a project supported by the Department of Defense, I 

moved to Silicon Valley, where I learned about the dysfunctions of start- up 

companies firsthand. Around 2000, just at the cusp of the telecom bubble, 

I founded a start- up of my own. We had all the critical parts (I thought) 

of a high- flying start- up: really cool technology, a really smart technical 

team, a white- hot market, and a purchase order from one of the biggest 

players in the telecom space. Despite these seemingly positive markers, the 

company was a complete, epic failure. My second company (like the first, it 
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was related to semiconductors) also failed. I had better luck with my third 

company, StrataGent LifeSciences, which licensed technology from Stan-

ford and from the University of California. That company was acquired in 

2007, and the acquiring company went public in 2014.1 So that, at least, 

was a success. But like a lot of entrepreneurs, I’ve experienced more failure 

than success. Why? I’ve spent a lot of time pondering that question.

I was in the midst of this self- reflection when NSF recruited me for its 

Small Business Innovation Research (SBIR) program. SBIR is a sort of risk- 

seeking (strange, I know) publicly funded investment program that sup-

ports technology- based small businesses at the start- up phase. The program 

targets firms with fewer than five hundred employees and finances the 

commercialization of their research, an intentional divergence from NSF’s 

traditional focus on noncommercial “pure” science grants to universi-

ties and other large institutions. At that time, the SBIR program annually 

invested about $100 million in high- tech start- ups with the goal of stimu-

lating the economy through innovation. “America’s seed fund” is how we 

thought of it at NSF.2

In the early 1980s and 1990s, NSF had very close relationships with the 

venture capital community, but the tech bubble in the late 1990s caused 

many of those ties to atrophy. During that time, investors were bringing so 

much capital to the table that they (the venture capitalists) saw NSF pro-

grams, with their support of $100,000 to $150,000, as a distraction. “Why 

would any of my companies deal with the federal government to obtain a 

measly $150K?” was the common refrain.

By 2003, however, the venture capital community had greatly sobered, 

and early- stage capital dried up. NSF wanted somebody— me— to help rees-

tablish its ties to the venture capital community to increase the nation’s 

effectiveness at commercialization. Both government and the private sec-

tor play a critical role in this process, and it is better for us all if we work 

together.

For the next eight years, I ran the software and services portfolio of NSF’s 

SBIR program. During that time I supported about four hundred compa-

nies, usually in chunks of $150,000 to $500,000.3 The NSF- funded software 

companies had various profiles, but the ones I liked the most were aca-

demic “spin- outs”— start- ups offering software products and services that 

had begun as someone’s academic research project, usually in computer sci-

ence or engineering.
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This fascinating work gave me firsthand insight into almost every pos-

sible way that a company can fail. I learned that by far the most typical 

way for a company to fail is to build something that nobody cares about. I 

saw this over and over and over again. By seeing it in others, I also began 

to recognize it in my own previous failures. In every one of my own failed 

companies, I could have done a better job of understanding the target cus-

tomer and the value I was planning to deliver. This concept, I now know, is 

called product- market fit.4 Looking back, I realized that I could have inves-

tigated channels and revenue models. I could have worked on partnerships 

and cost structures. Most importantly, I could have developed a business 

model. Back in my failed start- up days, I focused on technology, features, IP, 

and financing instead of customers and markets. When I failed, I failed to 

deliver any real value, and wasted human and capital resources.

In almost every project I supported while at NSF, all of which involved 

high- risk technology, I came to understand that the biggest challenges 

start- ups face revolve around developing business models, not technology. 

My SBIR colleagues and I began to wonder: Can we do anything about it?

From our collective experience, some things stood out. We knew that 

innovation is about taking something novel, something creative, and gen-

erating value from it. Innovation is not invention, and it’s not entrepreneur-

ship. Innovation is about creating value— an economic term, and something 

we cared about a great deal in the SBIR program.5 For that matter, it was in 

our name, and we spent a lot of time trying to figure out how to do a better 

job supporting our nation’s ability to innovate. But what could we do? As a 

program mandated by Congress, SBIR faced many constraints.

Change was coming. In 2010 Subra Suresh, the former dean of MIT’s 

School of Engineering, became NSF’s new director. By now, in the wake of 

the 2008 recession, innovation was a hot topic in Washington, and espe-

cially at NSF. In his new position of director, Suresh wanted to increase the 

economic impact of NSF’s basic research portfolio, and he wanted to use 

innovation to do it.6 Because of his experience with MIT’s Venture Mentor-

ing Service (MIT VMS), a program designed to help academic entrepreneurs 

get their start- ups off the ground, he was convinced that a support program 

could be established at NSF to increase the chances of commercialization.7 

Academic research represented a significant source for innovation, and we 

could increase the probability of innovators’ success through mentoring. 

This was the founding principle for I- Corps.
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At this point, we thought we knew what we wanted to do; we just weren’t 

sure exactly how we were going to pull it off. As it was initially conceptu-

alized, the I- Corps program was intended to match mentors from across 

industry with academics through a series of “low- risk” engagements. It 

would serve as a sort of matchmaker between academic researchers and 

industry- aware mentors who had an interest in supporting the economic 

impact of NSF. We had in mind a public- private partnership, with NSF sup-

plying the grantees capital, mentors, and a forum. It was going to combine 

the best aspects of MIT VMS and SBIR.

Outside NSF, the concept had support. Even before we had established 

our program, Desh Deshpande, a highly successful entrepreneur and inves-

tor, put up $1 million to pull it off as a pilot. The Kauffman Foundation 

followed shortly thereafter, promising to provide additional capital as soon 

as we had an outline for the program.8

There was only one problem. The person chosen to execute the 

program— me— didn’t think it could be done. I had previous experience 

with an ill- fated matchmaker program within SBIR called Matchmaker.9 

The idea was to connect grantees and individuals in industry where we 

thought there would be a reasonable expectation of shared interests. The 

program was a disaster. In some rare cases the relationships blossomed, 

but the most common outcome was a resounding thud. Matchmaking is 

extraordinarily difficult, even when you think you know the people well. 

When a match goes badly, the person or organization that made the match 

looks like a fool to both parties. Failure breeds contempt. My scar tissue led 

me to believe that it would be difficult to pull off another mentor/match-

making program at any scale. Federal government programs are nothing if 

they don’t scale. My feeling at the time was that I- Corps was almost dead 

even before it started.

Then I had an idea.

I knew from experience that most companies successfully spun out of aca-

demic labs had people intimately familiar with the technology in a found-

ing position of authority, usually graduate students turned founders. Only 

in very rare exceptions were the academic spin- outs led by Principal Investi-

gators (PIs). It turns out that PIs don’t necessarily make good entrepreneurs, 

but graduate students and postdocs sometimes do. Here was an idea: What 

if we brought together teams of experienced academic researchers (PIs) and 

their graduate students (who would be known as Entrepreneurial Leads, or 
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ELs) who would then recruit their own Mentors (no NSF matchmaking)? 

We would teach all three about the biggest risks facing the start- up, while 

providing them with $50,000 to explore the risks. The PIs would be there 

to provide technical support and to take the content back to the lab with 

them. The ELs would be there to take the project forward, should it prove 

worthwhile, and the Mentor would be there to help guide the journey. After 

a few conversations with my colleagues at the proverbial water cooler of 

NSF (in reality there were no water coolers, only water fountains), I knew 

we were on to something.

With the team structure identified, we knew the kinds of people we 

would be working with. The next question was what to teach them. What 

vital information would their journey impart to their roles as innovators?

During my time in SBIR, I had become a fan of Steve Blank’s work. Blank, 

a serial entrepreneur, is also a gifted teacher. His popular book on start- ups, 

The Four Steps to the Epiphany, is based on his life experience on the front 

lines of innovation and a course he taught at Haas Business School at the 

University of California, Berkeley. In the book and elsewhere, Blank devel-

oped the concept of “customer discovery,” which refers to the concept of 

discovering the product market by systematically developing and testing 

hypotheses and exploring customer needs and wants. It is, as Steve would say, 

“a big idea.”10

I frequently recommended Blank’s book to SBIR grantees, often asking 

them to focus on the concept of dividing a start- up into a “search phase” 

and an “execution phase.” More recently (spring 2011), Blank began offer-

ing a new class at Stanford in which he combined customer discovery with 

Alex Osterwalder’s template for developing new business models, the Busi-

ness Model Canvas (figure 5.1).11 I followed Blank’s blog, where he wrote 

about the whole process in real time. From my standpoint, it could not 

have been more timely.

The attractive thing about Blank’s curriculum was that it focused on 

exactly the thing that academic (and, indeed, all) entrepreneurs need help 

with: the concept of opportunity recognition. For the purposes of the 

I- Corps program, we asked ourselves, “How do we bring something to the 

table that allows us to clarify those unknowns so that founders don’t build 

things that people don’t care about and/or aren’t accepted in the market-

place?” To address this problem, our program would, over the course of 

nine weeks, send our teams out to talk to one hundred potential customers. 
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They would have to identify customer segments, value propositions, chan-

nels, revenue models, and cost structure: a business model. At the end of 

the nine weeks, they would have to make a decision: go or no go?

Forcing the teams to decide “go or no go” was a fundamental shift in how 

NSF usually related to its grantees. When most academics wrap up a grant, 

the conclusion is that some interesting and unforeseen phenomena have 

presented themselves. The researchers find that there are opportunities that 

might need more resources to explore. (“We’ve turned over this many rocks 

and, surprise, there are more rocks to turn over, but we need more money!”) 

In the context of scientific exploration, this never- ending quest isn’t bad. 

In the context of a start- up, it is lethal. For I- Corps, we wanted something 

different. At the end of this short, intense period, grantees would have to 

make a decision about whether or not to scrap their business concept. Just 

Figure 5.1

The Business Model Canvas is a management tool to help innovator- entrepreneurs 

understand the range of social and technical factors that impact their potential busi-

ness. Designed by Business Model Foundry AG.
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like a start- up, they had to decide: Given what they had discovered up to 

this point, was the endeavor still worth pursuing?

It is worth taking a moment to underscore just how much I- Corps devi-

ated from NSF’s business as usual. Granted, NSF had been funding start- ups 

and encouraging high- tech commercialization through its SBIR program 

since the 1970s; in that respect, the I- Corps initiative was nothing new. 

However, SBIR was funding start- up firms that had already been started up; it 

was providing start- up capital to firms and innovators that already had an 

entrepreneurial mindset. In contrast, I- Corps would be identifying tradi-

tional NSF grantees (i.e., academics working in universities), training them 

in principles of entrepreneurship, and encouraging the best grantees to 

start new commercial firms. With I- Corps, we were trying to launch start- 

ups and turn academics into innovators.

These were the founding principles. We literally wrote them on the 

whiteboard. At this point we reached out to Blank. I called him, in fact, with 

a rather unlikely pitch: “Steve, you don’t know me, but I work for the gov-

ernment, and we want to copy your E- 145 curriculum with some ‘minor’ 

tweaks. Instead of students, we want to apply it to PIs, Entrepreneurial Leads, 

and Mentors. Oh, and the teams will be from all over the country. Oh, and 

we want to do parts in person and parts online. Oh, and instead of eight 

teams, we want to teach twenty- seven teams at a time. Oh, and we want to 

launch this thing in three months.” After a few minutes of him asking me 

about what NSF was, Blank’s reply was short and sweet: “I’m in.” We found 

our curriculum.

Blank asked for two things: coinstructors and space. For the coinstructors, 

he recruited Jon Feiber from Mohr Davidow, and I signed up John Burke 

from True Ventures; both were from leading venture capital firms special-

izing in early stage founders and teams. Having these two venture capitalists 

on board added instant credibility to our project, giving us an answer to an 

obvious (but in many ways misinformed) question: What does the govern-

ment know about teaching researchers about entrepreneurship and innova-

tion? Looking for a place to pilot I- Corps, we reached out to Stanford. When 

Stanford agreed to provide the classrooms, we were off and running.

With a curriculum, instructors, and space, all we needed were teams. 

Here, the key player was Babu DasGupta, at the time a Program Director in 

NSF’s Engineering Directorate.12 As the founding lead for the teams com-

ponent of I- Corps, DasGupta was responsible for designing the solicitation. 
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We wanted an invitation- only program, with internal review and a rela-

tively short (less than ninety- day) turnaround. To those unfamiliar with NSF’s 

usual procedures this may not seem like much, but it presented a dramatic 

contrast with NSF’s six- month, open, peer- reviewed solicitation process. One 

of the beauties of having support from the top is that things can be hurried 

along when necessary!

By April 2011, after about four weeks of intense effort, we issued our 

first solicitation: I- Corps would offer small grants ($50,000) to facilitate cus-

tomer discovery. Invitation- only applications for the curriculum- centered 

program should come from three- person teams. The teams would include an 

NSF Principal Investigator, a student acting as the Entrepreneurial Lead, and 

an external business Mentor. The proposals would be reviewed internally. 

The process for vetting the teams took some experimentation, but after a 

few missteps, we established a protocol for getting teams into the pipeline. 

The key was to provide lightweight communication channels before a pro-

posal landed on NSF’s desk. We did this through a series of phone calls with 

the entire team and with the participation of the I- Corps instructors. The 

invitation- only applications were not new to NSF, but the team vetting pro-

cess was, and at times it ruffled some feathers. Still, one of our goals with 

I- Corps was to establish an approach to simulate the pressure of a start- up 

culture and even put some stress on the team in a high- pressure interview 

environment, and so we persevered through the initial rough patches.13

In summer 2011, we awarded the first set of I- Corps grants to over 

twenty teams.14 That’s not bad for a program that had not even been envi-

sioned five months earlier. Now the fun began. In September 2011, all the 

participants— teams, instructors, and I- Corps staff— gathered at Stanford 

(figure 5.2). Over the next three days, Blank, Feiber, and Burke provided 

what I- Corps now calls a “relentlessly direct” immersion course in customer 

discovery. Among other things, they kicked the teams out of the building 

for fifteen or so hours, forcing them to engage directly in customer discov-

ery. Some thrived, most struggled. Over the next seven weeks, the process 

continued, albeit remotely, via WebEx.

All this culminated in week 9, when everyone returned to Stanford for a 

“lessons learned” day. We made a conscious decision to not describe this as a 

demo day. We wanted each team to focus on what they had learned, not what 

they had produced. We explicitly did not want a product/company pitch. We 

only wanted two things: Tell us what you learned, and tell us whether or not 
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you are going forward with taking the technology out of the lab. In other 

words: go or no go? We emphasized that it was okay to kill the project.

The final session was awe- inspiring. Sure, most teams failed to uncover a 

scalable business model. But all of the teams learned an enormous amount.15 

They learned about the market, about the pressures of a start- up, about 

their team members, and about themselves. Some of the team members 

underwent what can only be called a transformation. And I’m not just talk-

ing about the grad students and postdocs. Both seasoned PIs and Mentors, 

some of whom had started companies previously, told us that the process 

fundamentally changed the way they thought about doing technology, 

product, and market research. It was incredible and moving. As of fall 2018, 

over thirteen hundred teams (and counting) have gone through the NSF 

I- Corps program. One notable success, Arable Labs, has recently raised 

$4.25 million to “bring predictive analytics to farming.”16

By the time of the on- site lessons learned debriefing with the instructors, 

we knew we were on to something— but now we had a new problem. NSF 

wanted to offer I- Corps once a quarter. Because two of the three instructors 

Figure 5.2

Representatives from the first twenty- one I- Corps teams at Stanford in September 

2011. Photo provided by Steve Blank.
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had day jobs as venture capitalists and the other already carried a respectable 

teaching load as an adjunct at Stanford and Berkeley, we needed to figure 

out how to copy the teaching team. Don Millard, then Program Director 

in the Education and Human resource Directorate at NSF, had a plan. We 

would put together a teaching faculty. We would train them using Blank’s 

curriculum and house them in academic institutions. We would call these 

institutions “Nodes” (as in a network of nodes). Millard took the lead for the 

Nodes. Soon thereafter, Anita LaSalle, program director within the Computer 

Information Science and Engineering Directorate at NSF, would develop a 

program extension called “Sites” to foster a permanent ecosystem for inno-

vation within select institutions.17 That, however, is a story for another time.

By the winter of 2012, Georgia Tech and the University of Michigan 

were on board as the first official I- Corps Nodes.18 Jerry Engel from Berkeley 

joined as the national faculty director. The National Collegiate Inventors 

and Innovators Alliance (NCIIA), now VentureWell, stepped in to facilitate 

and help deliver the program.19 Our first mix of Node instructors, drawn 

from the Georgia Tech and Michigan faculty, injected an energy that revi-

talized our ragged band of misfits. As misfits themselves, they fit right in. 

Engel masterfully trained the new instructors on Blank’s curriculum, while 

I nixed all their proposed improvements! With LaSalle and Millard by my 

side, I told the new instructors that if we didn’t copy the program exactly, 

we would not be able to scale it. They came around, embraced the program, 

and we have not looked back since (figure 5.3).

That was in 2012. In the first year, we trained approximately seventy- five 

entrepreneurial teams.20 Since then, I- Corps has become a living, breath-

ing, evolving program at NSF that is spreading throughout the country and 

even around the globe. Other national and international institutions are 

adopting its practices, including (in the United States) the Department of 

Defense, the National Institutes of Health, and the Department of Energy, 

as well as institutions in Mexico, Singapore, and Ireland.21 Many of the 

founding key players have moved on from NSF, but the effort moves on 

with a new cast of characters and challenges. NSF’s next director, France 

Córdova, has embraced the program with enthusiasm and support from 

Congress.22

I- Corps’ growth raises the obvious question: What have we learned? 

First, innovators can be cultivated. While not everyone will succeed, with 

the right nurturing and the right conditions, the potential becomes real-

ity and innovators begin to form. Through practice, they hone their skills, 
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and some of them go on to attain mastery. I- Corps’ contribution has been 

to standardize that process of cultivation. The Nodes program makes this 

explicit: I- Corps instructors have to stick with the program. At NSF, we 

wanted to raise an army of innovators and raise them quickly. That requires 

a manufacturing mentality. If you have a process, it can be improved. With-

out a process, it is much more difficult to improve.

The second, more important point has to do with the definition of inno-

vation. Innovation combines the elements of novelty and value. An inno-

vator is someone who brings something novel to the world and in doing 

so, creates value. Novelty is easy, but new doesn’t necessarily mean better. 

Value, too, is easy, and there is no shame in copycat businesses. Combining 

the two, however, is less easy. In fact, it is extraordinarily difficult, and most 

would- be innovations and innovators fail.

Combining the requirements for novelty and the creation of value cre-

ates a vast number of unknowns. When innovators launch into unknown 

spaces they are, in a real way, explorers. You can teach people to explore, 

Figure 5.3

I- Corps creates an opportunity to commercialize ideas from the more than 50,000 

projects NSF supports. The I- Corps award process and curriculum is designed to help 

would- be innovator- entrepreneurs to develop business models, to make “go/no- go” 

decisions, and to help those that have potential. Graphic provided by Anita LaSalle 

and Errol Arkilic, NSF.
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but you cannot necessarily prepare them for what to do with what they find 

or guarantee that they will find anything of value. What you can teach is 

the scientific method, the best way known to explore the unknown. The sci-

entific method as a process is pretty straightforward: Here’s what I thought 

(hypothesis), here’s what I did (experiment), here’s what I learned (insight), 

and here’s what I’m going to do next (new hypothesis). The insight at the 

center of I- Corps is that innovation skills can be taught as a form of the sci-

entific method, which, as you might imagine, resonates with scientists and 

engineers. I- Corps has also proven that these skills can be taught in a repli-

cable and scalable way. The skills can be practiced, and mastery comes from 

practice.

Will everyone who practices become a master? No. Nor will everyone who 

masters the process identify a key insight that is worth bringing to the mar-

ket. Skills alone do not guarantee that an insight— whether around a product, 

a process, or a business model— will be forthcoming. Some well- respected sci-

entists toil their entire lives without making a significant contribution to our 

body of knowledge. There are a lot of rocks to be turned over. Some would- be 

innovators (even those trained in a process) try their entire lives and never 

deliver anything of value to the market. Brutal, isn’t it?

Should the vicissitudes of the outcomes dampen NSF’s enthusiasm for 

supporting those who want to be technology- based innovators? That is, 

should we stop trying to make innovators? Absolutely, resoundingly no! NSF 

is a risk- seeking granting agency. It should take risks that the private sector 

simply cannot take.23 These high- risk activities will lead mostly to failure. To 

be sure, most innovation projects do. But every once in a while there will be 

breakthroughs like NSFnet, the network that led directly to the internet.24 

All these investments (including the basic research funding around NSF-

net) are investments in people, and investing in people is the ultimate long 

game, one whose payoff is measured in generations and decades. I don’t 

know if innovators can be made, but I do know that humanity progresses. 

The young grow wise as the wise grow old. Ours is a future of opportunity, 

and the NSF I- Corps program is a modest investment in that future— one 

that continues to be imbued with hope and optimism.
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Innovation is the practice of blending and weaving different types of 

knowledge into something new, different, and unprecedented that also has 

social and economic value. In the course of blending and weaving, inno-

vators deploy their own talents and skills, but they also draw upon local 

resources such as an educated workforce, local firms, and government part-

ners. In short, innovators emerge from distinct places and do their work in 

a particular, local context.

Regions that succeed in fostering innovators are culturally vibrant 

and economically prosperous. Some of these places— such as California’s 

Silicon Valley, Massachusetts’s Route 128, and North Carolina’s Research 

Triangle Park— are a source of endless fascination and imitation. These 

highly innovative locales are economically diverse and usually feature a 

mix of entrepreneurial start- ups and mature anchor firms that create well- 

paying jobs. These jobs, in turn, produce high incomes and a solid tax 

base that supports good local schools, public universities, and a robust 

infrastructure— each of which enable and feed the business sector in a 

mutually reinforcing cycle. Mayors, university presidents, and chambers of 

commerce are constantly striving to turn their towns into the next Silicon 

Alley, Silicon Desert, or Silicon Forest. But how do you do it? What are the 

ingredients? Are there recipes?

I have been studying the making of such innovative places for more 

than twenty- five years. I began my career with the 1994 book The Geography 

of Innovation.1 In that work, I used an econometric model to identify the 

location- specific determinants of innovative regions, and I found that suc-

cessful clusters require a research university, industrial R&D, skilled work-

ers, and the presence of related industries. Because a disproportionate share 
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of innovation occurs within cities, I followed this up with work at the city 

level, which helped me better understand microgeography.2

Over the span of my career, my work has contributed to a broad con-

sensus that regions in which innovators flourish have several common 

ingredients. These include the participation of entrepreneurs, who invest 

in building infrastructure as they build their firms; local champions, who 

believe in a place and make investments; good universities, which educate 

and create graduates with new ideas; and benevolent, large “anchor” cor-

porations that build and sustain the local resources and relationships that 

benefit their activities. Successful innovative economies also depend upon 

long- term and altruistic government investments in the interest of pub-

lic welfare. A related ingredient is good governance, defined as the demo-

cratic process of building consensus to solve a collective problem, which 

simultaneously creates the social norms and institutions that convey place- 

specific advantages. Finally, innovative regions link into broader national 

and international networks, often through multinational firms with a local 

presence; these connections allow regions to draw on new knowledge and 

talent.

However, as my research has evolved, I have realized that my earlier 

work was too deterministic. My findings implied that policymakers could 

simply line up the appropriate inputs and then turn the crank— in the man-

ner of an economic development sausage machine. In reality, municipal 

and regional leaders have found it difficult to replicate the success of iconic 

regions. Similarly, much of the abundant advice from well- heeled consul-

tants on this topic is shortsighted and mimetic. For example, Silicon Valley 

provides many fruitful case studies, and policymakers often invoke it as 

an exemplar, but that model raises questions about social inequality, envi-

ronmental injustice, and whether innovative regions can be replicated and 

sustained.3 We must look elsewhere to diversify and broaden our outlook.

My subsequent research on the origins of the mid- Atlantic pharmaceuti-

cal industry forced me to reexamine my thinking. In the early 1990s, the 

corridor between Philadelphia and New York boasted the highest concen-

tration of new product innovation in the United States.4 The roots of this 

dense network of innovators were broad and deep. The early location was 

influenced by factors such as transportation, trade, migration, and settle-

ment, as well as by cultural factors such as the Quaker love for science. The 

first domestic drug production began in colonial Philadelphia, which was 
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then the country’s largest city and also home to its first medical and phar-

macy schools. The industry progressed in the nineteenth century with the 

establishment of firms such as Sharpe & Dohme and Smith, Kline & French. 

While the industry’s success grew out of entrepreneurial efforts, it relied in 

large part on the building of institutions, notably professional and trade 

associations. Furthermore, government played a decisive role in developing 

the industry through protective tariffs, regulatory standards, and the post– 

World War I nationalization of German companies such as Merck.5 In other 

words (as any good historian would tell you), I learned that the success 

of the mid- Atlantic pharmaceuticals industry was a situated, and therefore 

unique, event.

The lesson for those working to understand and build innovative regions 

is that models and conceptualizations must be attentive to specific social 

processes, history, and local context. Considering such contingencies 

does not mean denying the common characteristics shared by regions in 

which innovators flourish. It does, however, make clear that a cluster’s key 

ingredients— entrepreneurs, local champions, anchor firms, universities, 

consensus around a technology, good government, and national and inter-

national networks— are necessary but not sufficient for success. The most 

critical factor in an innovative region is the temporal process of construct-

ing shared meaning over time: the way local actors build institutions and 

create social capital during the sequential and dynamic process of creating 

an industrial cluster. This chapter explores key concepts in the economic 

geography of innovation (box 6.1) and describes how innovators and inno-

vative regions grow together in a dynamic, self- sustaining, virtuous cycle.

The Tendency to Cluster

Scholarship exploring the characteristics of innovative places dates back at 

least 125 years. Writing in his magisterial Principles of Economics (1890), Brit-

ish economist Alfred Marshall noted the tendency of English manufactur-

ing firms to geographically group themselves into “industrial districts.”6 For 

example, Marshall observed that Britain’s pottery industry had clustered 

around Staffordshire, while Sheffield had become the center of the knife 

and cutlery trade. Marshall cited three reasons for this clustering: the infra-

structure of related and supporting industries; the presence of deep, special-

ized, skilled labor pools; and the presence of nonmonetary externalities 
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that arise from accelerated knowledge exchange facilitated by geographic 

proximity.

Marshall maintained that related firms within a specialized industry 

clustered together because they drew from a deep local pool of skilled and 

specialized labor. These firms also shared knowledge and best practices via 

local market transactions (e.g., when metal suppliers provided advice to 

their knife- making customers) or through nonmarket knowledge spillovers 

(e.g., when a knife- maker left one firm and joined another, bringing along 

Box 6.1

A Glossary of Economic Concepts

agglomeration. An economic snowball effect in which early technical or 

economic developments accumulate over time into a critical mass of wealth, 

talent, institutions, and know- how. Innovators can then draw upon these 

accumulated assets to build the next generation of technical and economic 

developments, creating a virtuous cycle.

externality. A cost or benefit that derives from economic activity that posi-

tively or negatively affects parties who are not direct participants in that 

activity. For example, air pollution is a negative externality resulting from 

the motorized transportation of goods between buyers and sellers; the result-

ing air pollution affects everyone, not just the buyers and sellers. Similarly, a 

beekeeper maintains a hive to sell the honey, yet the bees’ cross- pollination is 

a positive externality for other nearby growers.

knowledge spillover. An exchange of information or ideas, especially among 

coworkers or competitors located in close geographic proximity. Spillovers can 

be positive externalities (e.g., when the exchange of ideas leads to new prod-

ucts) or negative externalities (e.g., when proprietary information accidentally 

leaks out).

tacit knowledge. The kind of know- how that is difficult to transfer to another 

person through writing or conversation. Tacit knowledge is typically uncodi-

fied and thus is acquired and transferred generally through direct experience. 

For example, an experienced carpenter simply knows the best way to frame 

a doorway; he or she learned this from other carpenters and past experience, 

and it is not written down.

transaction costs. The cost of doing business. Transaction costs (e.g., ship-

ping, recruiting new employees) are usually reduced when the two parties 

involved in a transaction are located within close geographic proximity to 

each other.
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new knowledge and techniques). Because of the density and geographical 

proximity of workers with similar skill sets, economic actors— specifically, 

the firms, entrepreneurs, scientists, or workers— could more easily use formal 

and informal channels to solve problems. Experience with a technology 

or industry increased the stock of available knowledge locally, yielding 

better ideas. That is, economic agents benefited from easy communication, 

knowledge exchange, reduced transaction costs, and the serendipity of 

unexpected— but highly relevant— chance occurrences.

The phenomenon Marshall described has been observed at different 

times and across multiple geographic regions.7 This phenomenon is height-

ened in a knowledge— versus an agricultural or industrial— economy, as 

innovation is a creative, cognitive activity that benefits from colocation. 

So- called knowledge spillovers, or the nonpecuniary transfers of knowledge, 

are a major reason why innovators cluster spatially. Knowledge spillovers 

are subtle; over time, individuals observe one another, copy ideas, and 

build up the stock of knowledge with new ideas, components, and design 

elements. These spillovers are what economists term an externality: they 

exist because knowledge, once created, is difficult to value and price. The 

most interesting aspect of this phenomenon is that knowledge is subject to 

increasing returns, meaning that its value increases as more people use it.

Information can easily transfer around the globe, but knowledge often 

remains place- specific for a number of reasons.8 First, knowledge is diffi-

cult to codify and transfer without some loss of content.9 Second, using 

knowledge relies on absorptive capacity, which requires significant and 

specific investments.10 Third, the availability of specialized organizational 

structures, such as local communities of practice, can significantly lower 

the costs of transferring knowledge. In addition, knowledge spillovers often 

result from serendipity, which suggests unexpected outcomes. If an innova-

tor knows what information is required, he or she can search for a source. 

Knowledge spillovers suggest new and unexpected ideas.

Of all different types of economic activity, technological innovation stands 

to benefit most from location and has the greatest potential to improve 

a region’s economy. At the earliest stages of the product life- cycle model, 

when a nascent technology is undefined and shrouded by great uncer-

tainty, there is considerable ambiguity about its potential to generate new 

business opportunities. Entrepreneurs, as social agents, help to create these 

opportunities by creating shared meaning about emerging technologies.11 
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As more individuals within a locality come to understand a technology, and 

draw on local resources to commercialize it, the potential for meaningful 

and valued breakthroughs increases.

Today’s innovators know this intuitively. That’s why— even as email, 

mobile phones, text messaging, and teleconferencing facilitate long- distance 

communication— software developers still flock to Silicon Valley, and why 

aspiring screenwriters still move to Hollywood. In short, location matters 

for the diverse set of people and institutions who contribute to innovation.

Entrepreneurs: Building a Cluster While Building a Firm

The attributes we associate with fully functioning clusters do not explain 

their existence, but rather result from their success. Indeed, many of the 

factors associated with successful clusters, such as the presence of readily 

available venture capital or active university involvement, lag rather than 

lead industrial viability.12 Moreover, these factors are necessary yet not suf-

ficient. While it is always difficult to attribute causality, there is evidence 

that cluster genesis is a social process.13 In other words, innovation owes 

more to people and ideas than to institutional dynamics and political con-

text. What matters most is the entrepreneurial spark that takes hold and 

transforms a region.

Entrepreneurs discover opportunities, take risks, mobilize resources, cre-

ate new firms, and— in some cases— bring prosperity to a region. In addi-

tion, entrepreneurs simultaneously build the local institutions and shared 

resources that develop the cluster as they build their own firms.14 What 

does this look like? Over time, entrepreneurs build a social consensus 

around the potential of a new idea or a new technology. New business 

models emerge, and the cluster collectively begins to represent something 

unique and not easily replicated by other places. Entrepreneurs compete 

for the talent and resources required to produce innovation, creating ten-

sion about how firms should interact with their local environment. For a 

given technology and place, the propensity of entrepreneurs and firms to 

share information may be a differentiating characteristic that drives clus-

ter growth. Through their social networks, entrepreneurs trade knowledge, 

reduce uncertainty, and further reinforce a shared vision for an emerging 

technology and its business model.15 The resulting local cohesion and 

culture also produce new firms at a faster pace, suggesting the salience of 
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internal cluster dynamics on industry’s ability to grow and realize critical 

mass in a given place.16

In short, entrepreneurs play a pivotal role in creating the institutions 

and building the regional capacities that enable regions to sustain eco-

nomic growth.17 Entrepreneurs are important actors in developing clusters 

as complex adaptive systems in which the external resources associated 

with clusters are developed over time. Entrepreneurs who adapt to both 

constructive crises and new opportunities create the factors and conditions 

that facilitate their business interests and, in turn, contribute to the devel-

opment of further external resources.

Not only do entrepreneurs benefit from location, but they also influence 

how local communities are transformed. Further, entrepreneurs’ efforts 

can affect the potential to become an innovative cluster and the region’s 

prosperity.

Local Champions and Dealmakers

A cluster’s most important entrepreneurs are often local champions— 

individuals with a strong dedication to the region in which they both live 

and work. This became apparent to me when I began to explore the town 

of Greenwood, located in the Mississippi Delta.18 Greenwood, Mississippi, 

is a small city that is only known to me because my mother- in- law was 

born there. About one hundred years ago, Greenwood was a well- known 

commercial center for the cotton industry. After cotton production first 

mechanized, and then globalized, Greenwood fell into a downward spiral, 

crushed by falling tax revenues and limited subsequent investments. No 

federal or state government program offered a magical remedy. Greenwood 

became one of the poorest cities in the poorest state in the United States.

However, a local champion demonstrated that new ideas and innovation 

could bring hope to Greenwood. In 1987, Fred Carl, a local entrepreneur, 

founded the Viking Range Corporation, a cutting- edge professional kitchen 

appliance company (figure 6.1). While working as a building contractor, 

Carl realized that consumers wanted high- quality residential stoves that 

looked and cooked like commercial stoves. He identified this opportunity 

and created an entire new industry segment. Against the trend of offshor-

ing production, Carl located manufacturing operations in his hometown of 

Greenwood, gathering financing from local investors. Carl also invested in 
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revitalizing a local hotel in Greenwood for hosting Viking’s vendors, suppli-

ers, and distributors. His efforts created 1,500 jobs with good benefits and 

educational opportunities; at its peak, Viking employed more workers than 

did the local hospital, often the largest employer in small and medium- size 

cities.

Carl’s commitment to Greenwood created economic stability in a rural, 

struggling community, providing benefits both to his firm and his home-

town. His story reinforces the idea that individual entrepreneurs— especially 

those with local ties— are crucial for building innovative places. These local 

champions create institutions and build the capacity of a local economy as 

they grow their firms.

Civic- minded local champions bring other champions along with them. 

Consider the case of Ewing Marion Kauffman.19 Kauffman was born and 

raised in Missouri. After working as a salesman for a pharmaceutical firm, 

he established his own pharmaceutical company, Marion Laboratories, in 

Kansas City— an unfavorable place in the 1950s, as most of the industry 

was concentrated in the Philadelphia– New Jersey corridor. By the time 

the company merged with Merrell Dow in 1989, it had become a global 

Figure 6.1

Local champion Fred Carl (center), former CEO of Viking Range Corporation in 

Greenwood, Mississippi. Photo: Jennings- Greenwood.
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pharmaceutical company with nearly $1 billion in annual sales and over 

3,400 employees. Marion Laboratories was noted for its progressive employ-

ment practices, which included educational and training benefits, profit- 

sharing plans, and employee stock options. These policies were investments 

in people with substantial dividends. By developing new employee skills 

and spreading the firm’s wealth, these policies built additional capacity 

while fostering a sense of employee attachment to the company. Moreover, 

since these activities were grounded in place, the local Kansas City com-

munity also benefited.

In 1966, Kauffman went further, creating the foundation that bears 

his name. Kauffman established the foundation using income from the 

company— rather than waiting until he sold the company and cashed out. 

The Kauffman Foundation has twin goals of promoting entrepreneurship 

while improving education, the arts, and social programs in Kansas City. 

Other prominent entrepreneurs in Kansas City have followed this pattern, 

notably brothers Henry and Richard Bloch, founders of the H&R Block tax 

services firm, and Joyce C. Hall, founder of Hallmark Cards. Kansas City’s 

culture of local philanthropy has produced a vibrant community in what 

many consider the fly- over zone.

Local champions, like Greenwood’s Fred Carl and Kansas City’s philan-

thropists, are motivated by objectives that extend beyond profits. They take 

responsibility for the stewardship of a place and are dedicated to their local 

community. In other words, instead of seeking short- term profit maximi-

zation, they are dedicated to fostering long- term prosperity in their home 

communities and discovering new opportunities that may bring about new 

profit. Moreover, local champions can advocate for the types of govern-

ment interventions that will not only help their individual firms but also 

promote their overall industry and their local place. Stories from these 

champions suggest that regions can become prosperous when entrepre-

neurs actively engage in extramarket activities.

Ted Zoller and I empirically extended the idea of local champions to 

examine dealmakers— individuals who are central to local networks.20 By 

accumulating data on the composition of local boards of directors, we 

were able to build a statistical model of regional social capital that permit-

ted a more rigorous examination of these dealmakers. We examined cases 

in which interlocking companies shared local board members. We found 

that strong local entrepreneurial networks are associated with successful 
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entrepreneurial economies. Specifically, communities in which a larger 

number of individuals work together in various capacities have higher rates 

of new firm formation. Moreover, the regions with the densest, most cohe-

sive, and most interconnected networks are the most successful at generat-

ing new start- ups. Dealmakers, such as the aforementioned Fred Carl and 

Ewing Marion Kauffman, are personally committed to a region; by broker-

ing connections among other local businesspeople and lending their cred-

ibility to various projects, they help their local economies grow.

In determining whether a region will develop into an economic cluster, 

we have found that the local presence and actions of dealmakers are more 

important than the simple existence of a local network, or the total number 

of entrepreneurs within it. Well- connected individuals, like dealmakers, pos-

sess extensive experience building, advising, financing, and operating entre-

preneurial firms. Because a dealmaker’s span of influence exceeds a single 

entrepreneurial firm, his or her connections help diffuse the information, 

experience, and expertise required to develop high- growth entrepreneurial 

ventures. Furthermore, that influence may transcend the given region as a 

dealmaker uses his or her connections to import additional knowledge and 

social capital from outside the region into the regional ecosystem.

The idea that local social capital yields economic benefits is fundamen-

tal to theories of agglomeration and is central to claims about the virtues 

of cities. This claim has not, however, been evaluated using methods that 

permit confident statements about causality. In work with Tom Kemeny, 

we examined what happens to firms that become affiliated with one highly 

connected dealmaker.21 We adopted a quasi- experimental approach, exam-

ining 325 firms in the life sciences and information technology sectors in 

twelve innovative regions in the United States. We selected firms that had 

added exactly one new individual to their board. Some of these individuals 

were highly connected and could be considered dealmakers, while other 

individuals were less well connected. After controlling for a variety of firm 

characteristics, we found that firms linked to one highly connected local 

dealmaker were rewarded with substantial gains in employment and sales. 

Our results suggest that dealmakers have an organizing effect on local social 

capital, yielding specific benefits for the firms to which they become affil-

iated. Connections to dealmakers are one way that firms can become 

 better situated in a regional economy, permitting entrepreneurs to leverage 

regional social capital in ways that promote firm growth.
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It may be tempting to look solely at big regional and institutional factors, 

but individual human agency, hometown loyalty, and social entrepreneur-

ship have great influence in making innovative regions— regions that, in 

turn, make innovators. Local champions embody this commitment to place, 

leading to more regional support and a larger local network of innovators.

A Place to Educate

Many high- tech regions are associated with research universities. For exam-

ple, Duke University, North Carolina State University, and the University 

of North Carolina at Chapel Hill comprise the three vertices of North Caro-

lina’s Research Triangle. Places with universities benefit from the presence 

of an important economic anchor unlikely to go bankrupt, merge, or move 

away. Moreover, universities are places of experimentation, exploration, 

unfettered inquiry, and open discourse. Universities take federal and private 

sector grant money and then turn it into new scientific findings and tech-

nologies. When entrepreneurs commercialize these findings, they often 

locate their start- ups near the university, and local areas keep the economic 

gains. Finally— as several of this volume’s contributors demonstrate— 

universities and community colleges are key sites for training the workforce 

to be innovators.22

One of the strengths of the American system of higher education is 

the diversity of institution types, each of which plays a contributing role. 

Research universities contribute to innovation and technological change 

through research and education that increase the regional and national 

capacity for problem- solving. Liberal arts colleges are a creative force in 

the economy that foster tolerance and diversity, and they create better citi-

zens and members of society. Community colleges do the yeoman’s work 

of providing affordable education, access to opportunity, and a bridge to 

employment at a time when corporations have curtailed training programs. 

Of course, the ability of individuals to avail themselves of the offerings of 

higher education depends on their preparedness, which, in turn, depends 

on the efficacy of primary and secondary education. Nevertheless, despite 

certain limitations, colleges and universities of every stripe remain key 

institutions for training innovators. It is an intricate and complicated sys-

tem, and the American economy has benefited throughout history from 

investments in university science and education.
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Universities frequently transfer their technology to companies— both 

existing companies and start- ups— based on university licenses. A landmark 

piece of legislation was the 1980 Bayh- Dole Act, which granted universities 

the right to commercialize and realize profits from products that resulted 

from publicly funded research. American policymakers experienced a com-

petitiveness crisis in the late 1970s, fearing that the American economy was 

losing its edge to foreign competitors from Japan and Europe. In light of 

declining federal support, universities sought new revenue sources and a 

means to demonstrate their economic relevance.23 In response to the Bayh- 

Dole Act, virtually every university now has dedicated technology transfer 

offices and commercialization support organizations— such as incubators 

and accelerators. Many states have also initiated programs that attempt to 

leverage academic research to reap rewards within their own jurisdictions.24

Universities are necessary but not sufficient for technology- based inno-

vation to occur within regions. While regional leaders frequently see uni-

versities as the engines of innovation, there are many counterexamples 

of prominent universities that have been unable to commercialize their 

research.25 For instance, Johns Hopkins University has long had one of the 

top medical schools in the world, yet Baltimore did not become an early 

leader in the biotechnology industry.26 Universities can certainly enact poli-

cies to promote entrepreneurship.27 But often there are great differences 

between the norms and expectations of academic scientists, and the behav-

iors required to engage in commercial activity.28 Academic culture is certainly 

changing, yet the net impact and social desirability of a more commercial 

orientation within the university remains unclear.29

Universities play an important role in processes of local economic 

development. While scholars and policymakers have generally focused on 

the direct impact of technology transfer, universities are important social 

spaces that train and equip innovators while promoting experimentation, 

creativity, and collaboration.30

The Role of the Government

As the agent of collective investment in capacity, the government has an 

important role in cultivating innovators and creating innovative econo-

mies. Federal, state, and local governments serve as agents of collective 

investment in capacity, but that role needs to be redefined.31 Economic 
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development occurs when individuals have the opportunity to actively 

contribute to the advancement of themselves and their community. The 

best economic development policy is predicated on a longer- term and 

more capacious perspective than suggested by the cookie- cutter approach 

to regional development, which often relies on attracting business through 

incentives. Continuously working toward measurable increases in regional 

capacity will harness the natural tendency of innovative activity to cluster 

spatially, leading to greater prosperity.

In market economies, the central government cannot dictate the actions 

of private companies. It may only offer incentives to encourage firm loca-

tion decisions and investments in R&D. Of course, too great of a reliance on 

the private sector can lead to imbalances that favor corporate profits over 

citizens’ rights. Moreover, businesses change ownership and/or manage-

ment, fail, or relocate; in fact, large corporations have demonstrated little 

attachment to places.32 In contrast, governments can reliably build local 

capacity by investing in higher education.

In the United States, the closest thing we have to a government- induced 

cluster is Research Triangle Park (RTP) in North Carolina, which resulted 

from state and local government actions (figure 6.2). From its beginnings 

in the 1920s, RTP has grown to be the largest research park in the world.33 

Its development has been a long undertaking, but the most critical pro-

cesses took place as the industrial landscape developed. By articulating a 

vision and consistent policy, local government leaders built a successful 

cluster. Several governments have attempted to build clusters in market 

economies, but the results often look very different from what was origi-

nally intended.34

Despite this mixed record, the concept of local industrial clusters has 

gained great currency among government policymakers as an idea for gen-

erating economic growth and bringing vibrancy to places. Flying in the face 

of increased globalization, this idea argues that places serve a critical role in 

defining an innovative product, process, or business model and in so doing 

become a source of job creation and wealth. As a result, governments have 

strived to build self- sustaining clusters by coordinating and aligning the 

activities of local firms, universities, community colleges, government agen-

cies, and trade associations. Local governments also provide information 

about new opportunities for entrepreneurs and workers, offer incentives 

to lower the costs of starting new businesses, and fill in missing elements 
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of the ecosystem that might have been neglected by the private sector. 

Government- sponsored economic development influences the micro-

economic function of the economy by impacting the quality of inputs, 

bringing business opportunities to firms, and in turn, creating the condi-

tions that enable long- run economic growth.

While the concept of economic development preoccupies our collec-

tive imagination, the term is often not well defined, or it is defined in a 

limited manner that does not accommodate the full range of places faced 

with restructuring and economic uncertainty. All too often, the emphasis 

is on innovation as an end to itself rather than as a mechanism to create 

Figure 6.2

Planning Research Triangle Park, North Carolina. Photo: RTI International.
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prosperity and greater well- being.35 In the absence of a definition, analysts 

often conflate economic development with economic growth, or they rely 

on private sector constructs (such as rate of return) that are inappropriate 

for government investments.

I define economic development as the development of capacities that 

expand economic actors’ capabilities. These actors may include individu-

als, firms, or industries that are likely to exert their potential based on the 

development of capacities. Under this definition, economic development is 

best measured by the quality of jobs, the caliber of business practices, and 

the density of social capital. Development can also be regarded as fortify-

ing autonomy and substantive freedom, which promotes individuals’ par-

ticipation in economic life.36 In this sense, expanding capacities provides 

the basis for realizing individual, firm, and community potential— which, 

in turn, advances society. This more expansive view of economic develop-

ment articulates a new role for government as the primary agent of collective 

investment in capacity.

Beyond Borders: The Multinational Corporation

Large multinational firms are often a key ingredient in the successful func-

tioning of high- tech regions. They serve as an economic anchor in local 

clusters, train skilled workers, import talent and knowledge from across the 

globe, and generate positive knowledge spillovers.

Yet too frequently, critics present economic development as an inherent 

policy trade- off: encourage either large corporations or smaller entrepre-

neurial establishments.37 The widely held assumption that large corpora-

tions, especially multinationals, will out- compete smaller, entrepreneurial 

firms for scarce policy resources and attention reinforces this perspective. 

In this interpretation, the presence of prominent corporations in a given 

region will constrain opportunities for entrepreneurs. Larger corporations, 

after all, have the ability to hold regions hostage with incessant threats 

of relocation— a type of leverage that smaller firms cannot wield because 

of their limited economic footprint.38 Recent work on multinational cor-

porations has helped to shift the focus away from corporate relocation 

decisions to the institutional contexts and strategies that motivate both 

multinational companies and their host locations. For example, economic 
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geographers have demonstrated that multinational corporations are often 

active change agents in their local clusters, providing access to interna-

tional resources and leveraging their role as large generators and transferors 

of new technology.39 Moreover, large multinationals require sophisticated 

local suppliers, which helps to build robust value chains.

It is important to recognize that large firms are not static entities; rather, 

they constantly shift their strategies in ways that impact the places in which 

they locate.40 Over time, a large firm might shift from an insular, proprietary 

orientation toward an open posture that is more supportive of nascent 

entrepreneurs.41 But equally likely is a reverse sequence, in which a corpo-

ration moves from an engaged to a more withdrawn position. Common-

place events, such as large corporate mergers and acquisitions, can greatly 

affect how and when multinational firms might act in ways that support or 

hinder local entrepreneurial development. Nichola Lowe and I have dem-

onstrated, for example, that corporate mergers can entail generous sever-

ance packages and market- promoting opportunities designed to motivate 

entrepreneurship through outsourcing and technology licensing. In an era 

of diminished government investment, policy can incentivize corporations 

to consider the impacts of their strategies on local economic vitality.42

Moreover, large multinationals cultivate innovators in a variety of ways. 

They do so directly through R&D labor and employee training, and indi-

rectly through spin- offs when internally generated innovations do not 

match core businesses or when entrepreneurial employees leave to start 

their own firms. As their technology needs evolve, multinationals also drive 

innovation among their suppliers and subcontractors. Multinationals also 

influence curricula and create industrial fellowships at nearby universities 

to train their workforces. Finally, multinationals create corporate cultures 

that come to be emulated across the region.

These capacities, in turn, create opportunities and draw more innovative 

people to these clusters. Often the strategy of providing incentives to attract 

multinational firms is myopically seen at odds with the development of an 

innovative entrepreneurial economy, yet in reality, when employed judi-

ciously, these strategies may be used together to further economic develop-

ment.43 The local capacity created by multinational corporations benefits 

the region by tapping into global networks. These networks have to become 

self- sustaining to become successful— creating a hotbed for innovative 

minds to gather in community.



Making Innovators, Building Regions 99

Conclusion

In a service economy increasingly dominated by digital communication, 

cloud computing, and other “virtual” products, it may seem quaint to 

suggest the crucial importance of geographic location in the pursuit of 

innovation. Yet digital product companies such as Apple, Facebook, and 

Google are each investing billions in new Silicon Valley campuses.44 Clearly, 

place still matters.

Innovators emerge from— and help build— innovative places. In turn, 

the particular local circumstances influence the work of those same inno-

vators. During my career as an economic geographer, I have argued that 

innovative places can be constructed. There is a natural tendency for inno-

vative activity to cluster geographically, and that tendency can be encour-

aged by economic agents in both the private and public sectors, especially 

when they work together. In my view, there are several necessary ingredi-

ents for a high- tech region— entrepreneurs, local champions, universities, 

multinational anchor firms, and smart government policies— but there is 

no one- size- fits- all recipe.

That is why policies to build innovative clusters often fail; policymak-

ers typically lack an adequate understanding of the particular context and 

history of a given location. Most importantly, the literature indicates that 

an innovation ecosystem— at whatever level considered— should form a 

coherent logic. This suggests that emulating any one part of a system may 

not produce the desired result; each locality is more than the sum of its 

respective parts.45

Successful industrial clusters are social collaborations that require sub-

stantial time to mature. Given this reality, policymakers should first exam-

ine their local context, including industry structure and infrastructure in 

their region. Policymakers should also consider their region’s strengths 

and weaknesses as they strategize about how best to overcome disadvan-

tages and reinforce advantages. They should also intentionally create 

connections among existing firms to generate positive externalities and 

knowledge spillovers across industries. Finally, policymakers should invest 

in building regional capacity in order to promote a diverse array of eco-

nomic activities.

All that said, there is not one master plan or blueprint for building 

regions that nurture innovators. Innovation, economic development, and 
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the realization of human potential are admirable but often elusive goals. 

The appropriate “recipe,” then, is to focus on local ingredients and be 

patient.
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On 23 March 2015, President Barack Obama hosted his fifth annual 

White House Science Fair. In the State Dining Room, Tiye Garrett Mills, a 

seventeen- year- old high school senior from Denver, waited nervously to 

see if she would be one of the lucky exhibitors to share her project with the 

president and astronaut Leland Melvin (figure 7.1). Mills had engineered a 

low- cost desktop scanner that allowed nearly anyone to produce fast, accu-

rate, and cheap images of plant leaves that helped professional botanists 

identify new species. For Mills, “citizen science”— public participation in 

scientific research by nonprofessional volunteers— was more than a path to 

college; it had helped her overcome a personal struggle with depression and 

anxiety. When President Obama approached, Mills mustered her practiced 

confidence. She told the president that with her simple process, ordinary 

citizens could upload “images of leaf venation systems into their comput-

ers, and we could pick the best ones, and use them online for the registry.”1

Mills is representative of a uniquely American archetype— the amateur 

scientist, the do- it- yourself garage tinkerer, the self- made entrepreneur— 

that has permeated our culture from Benjamin Franklin’s kite experiments to 

Quirky’s armchair inventors.2 Until recently, these individuals have tended 

to operate on the fringes of the scientific and technological establishment, 

with little or no government support. Over the last decade, however, citi-

zen science projects are just one way in which the federal government has 

enticed Americans from diverse backgrounds to become innovators. Incen-

tive prizes, challenges, crowdsourcing, open data, public deliberations, and 

a number of other policy tools are democratizing and expanding access to 

innovation.

I have spent the past ten years helping to scale these kinds of programs 

and policies, both from the private sector and as a civil servant at NASA and 

7 Innovation for Every American

Jenn Gustetic
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the White House Office of Science and Technology Policy (OSTP). To me, 

being an innovator can mean many things. It can be a part- time hobby or 

a full- time job. It can mean competing against other inventors and entre-

preneurs to develop the best- performing solution to a defined problem. It 

can mean building open platforms to enable collaborative innovation. It can 

mean building a business and creating more jobs in your community. It can 

also mean having your voice heard in the design of science and technology 

programs that may impact you and your family.

This chapter explores policy initiatives developed during the Obama 

administration that drive an inclusive innovation philosophy.3 I explore 

strategies for overcoming very real hurdles to scaling inclusive innova-

tion across the federal government. I also share stories of problems and 

 people impacted by new federal innovation initiatives. Finally, I make some 

tentative observations about how these approaches continue to be sup-

ported during the early days of the Trump administration. I argue that the 

Figure 7.1

Tiye Garrett Mills discusses her project with astronaut Leland Melvin at the 2015 

White House Science Fair. Photo: Jenn Gustetic.
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bipartisan policy tools I describe can be employed by any nation’s govern-

ment to give a wider and more diverse group of citizens broader access to 

innovation.

Expanding the Federal Government’s Innovation Mandate

The federal government has played a crucial role in fostering innovation 

since the founding of the United States. In an effort to stimulate the practical 

arts among its citizens, the framers ensured that Article I, section 8, of the 

Constitution provided the protection of intellectual property through the 

establishment of a patent system. In the early 1800s, federal armories led 

the way in developing the precision manufacturing techniques for mass- 

producing muskets and breech- loading rifles. Those techniques spread to 

private industries and made the United States a leading manufacturer of 

consumer products, such as sewing machines, typewriters, bicycles, and 

automobiles. From the Lewis and Clark expedition to the Mars Curiosity 

rover, the federal government has also led the way in underwriting basic 

scientific research and exploration. Our government makes these invest-

ments in science and technology because they have traditionally helped 

the United States maintain its place of scientific, military, and economic 

leadership among nations.4

The federal government, moreover, has an important role in increasing 

access to innovation beyond the usual suspects. The government has tra-

ditionally awarded scientific research grants and technology procurement 

contracts to university- based scientists and large corporations, institutions 

where women, African Americans, and other minorities are underrepre-

sented.5 In recent decades, the federal government has developed a col-

laborative innovation strategy with specific diversity goals, such as policies 

that facilitate contracting with small businesses, especially minority-  and 

women- owned firms.

However, fostering inclusive innovation through policymaking is com-

plex, and implementing those policies across federal agencies is even more 

difficult. Beyond a clear strategy, it requires a long- term effort to change cul-

ture within the government. In my nearly ten years in government, I have 

learned that many federal employees operate within what I call a “happy 

place” in directing their programs. This does not mean they are striving for 

the easiest way to do their jobs. It means that given the approaches known 
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to them, and the results they are expected to achieve, they naturally have 

limited experience engaging with the full domain of people and ideas that 

might positively impact their programs. They are rightfully uncertain 

that novel policy prescriptions will deliver results. It is difficult to become 

confident trying a new policy approach when it is unclear whether the 

benefits of trying something new will outweigh the costs. If the barriers 

to experimentation are seen as too high, most federal employees will not 

attempt these new approaches.

This workplace inertia limits the overall ability of the federal govern-

ment to bring new ideas and people into problem- solving and program 

delivery. This is where targeted strategy and policy actions at the high-

est levels of government can help to reduce perceived and actual barriers, 

which encourages more federal employees to use approaches that promote 

increased access and diversity.

During the Obama administration, the OSTP conscientiously chose to 

experiment with new policy approaches to advance the government’s 

science and technology goals, which included a commitment to diversify 

and expand access to innovation. We attempted to build innovation eco-

systems that connected all levels of government— the White House, federal 

agencies, and the Congress— with the scientific and technical community. 

We sought sustainable culture change and hoped that OSTP’s enthusiasm 

for policy experimentation would trickle down and reverberate across the 

federal government.6 The following sections describe foundational strat-

egies for advancing the Obama administration’s goal of creating a more 

diverse cross section of innovators.7

The Open Government Initiative

The first memorandum issued by President Obama was the Open Govern-

ment Memorandum, which stressed the importance of transparency as a 

guiding principle of his administration. Two additional principles high-

lighted in the memo— participation and collaboration— were foundational 

to OSTP’s mission of expanding access to innovation opportunities to all 

Americans:

Government should be participatory. Public engagement enhances the 

government’s effectiveness and improves the quality of its decisions. 

Knowledge is widely dispersed in society, and public officials benefit from hav-

ing access to that dispersed knowledge.
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Government should be collaborative. Collaboration actively engages Amer-

icans in the work of their government. Executive departments and agencies 

should use innovative tools, methods, and systems to cooperate among 

themselves, across all levels of Government, and with nonprofit organi-

zations, businesses, and individuals in the private sector.8

I witnessed a new passion ignited in federal employees as a result of this 

memorandum. The Open Government Initiative provided an organizing 

umbrella for many innovative policy approaches and gave the interagency 

working groups charged with its implementation explicit permission to try 

them.

In addition, a 2009 directive from the Office of Management and Bud-

get required each federal agency to publish a biennial open government 

plan on the Open Government website.9 Over a seven- year period, these 

continuously evolving public reports drove accountability for implement-

ing new open government initiatives, updating old policies, and improving 

current practices.

One particularly noteworthy project was the creation of data.gov as a 

one- stop shop for coordinating the government’s open data work. As an 

expression of the administration’s transparency goals, all federal agencies 

were mandated to publish their nonsensitive data to the website. The free 

availability of government- generated data created business opportunities 

for savvy innovators. Simple Energy of Boulder, Colorado, for instance, 

has developed a business that allows consumers to compare their energy 

consumption with their neighbors, leveraging open data from the US Cen-

sus. The company has raised $8.9 million in start- up capital and employs 

twenty- seven people.10

A Strategy for American Innovation

Parallel with the Open Government Directive, the White House’s National 

Economic Council and OSTP issued a preliminary Strategy for American 

Innovation (SAI). First published in 2009, this strategy sought to “harness 

the inherent ingenuity of the American people and a dynamic private sec-

tor” to ensure a “broad- based” and sustained recovery from the 2008 reces-

sion (figure 7.2).11 While presidential administrations dating at least to the 

Nixon era have championed innovation, the Obama administration’s Strat-

egy for American Innovation was unique for championing investments in 
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the “‘building blocks’ of long- term economic recovery and growth,” includ-

ing research and development, education, and infrastructure. The SAI also 

sought to create “a national environment supportive of entrepreneurship” 

while “harnessing innovation” to address national priorities such as health 

care and energy.12 This strategy provided OSTP with a clear set of priori-

ties and empowered the staff to more actively steer innovation policy than 

many previous administrations.

The SAI also encouraged the government’s increased use of incentive 

prizes and grand challenges as important tools to engage more citizen- 

innovators in addressing national priorities. Incentive prizes, crowdsourc-

ing, and other forms of “open innovation” had enjoyed a renaissance in 

corporate and philanthropic circles during the early 2000s. In a nutshell, 

a patron would offer a well- advertised financial prize to the individual or 

team that could solve a carefully defined technical problem. For example, 

in 2004 Burt Rutan and financier Paul Allen claimed the $10 million Ansari 
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Figure 7.2

The framework for the Obama White House’s Strategy for American Innovation. 

Source: Obama White House, Strategy for American Innovation, 2015, accessed 17 July 

2017, https://obamawhitehouse.archives.gov/sites/default/files/strategy_for_american 

_innovation_october_2015.pdf.
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X Prize when they became the first commercial, nongovernment team to 

launch a reusable manned spacecraft 100 km into space twice within two 

weeks. Similarly, Procter & Gamble’s “Connect + Develop” initiative crowd-

sourced ideas from outside inventors to launch popular new products, such 

as the Swiffer Duster.13

Given the proven success of crowdsourcing in the private sector, the SAI 

advocated for increased federal use of incentive prizes and other forms of 

open innovation. With traditional government grants and competitively 

bid R&D contracts, researchers were paid up front for their work, whether 

it panned out or not. With inducement prizes, the sponsor paid only for 

ideas that actually solved the problem. As an added bonus, these contests 

tended to multiply and diversify the amount of talent and capital directed 

at a given problem. In other words, the SAI advocated for incentive prizes 

as a financially prudent procurement strategy that expanded the pool of 

citizen- innovators working on the government’s scientific and technologi-

cal challenges.14

The 2011 and 2015 revisions of the SAI described progressively more 

ambitious policies, but the latter report noted the government’s overall 

low adoption rate of novel innovation methods designed to include more 

Americans. Consequently, the administration committed to developing an 

“Innovation Toolkit,” which would capture the best practices, case studies, 

policy guidance, and training resources for a wide variety of innovation 

strategies.15

The Federal Innovation Toolkit

Federal employees are tasked with driving scientific and technical advance-

ments and delivering on their programs day after day. Given the breadth 

and depth of possible policy approaches, agencies can struggle to under-

stand the variety of tools they might want to utilize and how those tools 

can be scaled. To encourage the adoption of novel innovation policies, the 

White House defined its priority set of scalable approaches in an Innova-

tion Toolkit included with the 2015 Strategy for American Innovation as a 

means to deliver innovative government with and for the American peo-

ple. Many of the included tools— such as open data, incentive prizes, high- 

impact multisector collaborations, and regional initiatives— inherently 

seek to expand access to innovation. Similarly, a 2016 report from the 

Government Accountability Office encouraged agencies to expand public 
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involvement in innovation via additional policy approaches such as citizen 

science, crowdsourcing, idea generation, and open dialogues.16 Granted, 

most of these ideas did not originate within the Obama administration. 

However, the administration was unique in its support for scaling these 

approaches as part of a comprehensive innovation agenda.

Congress as Innovator

While the White House was articulating policy through strategies, direc-

tives, and tool kits, Congress also passed legislation enabling agencies to 

engage a broader section of society in innovation. New congressional autho-

rizations gave agencies expanded permissions to conduct business in new 

ways, while appropriations allocated budget resources for innovation proj-

ects at specific agencies.

For example, in December 2010, Congress passed the America 

 COMPETES Reauthorization Act, which provided all federal agencies broad 

authority to conduct prize competitions to spur innovation. Prior to this 

legislation, only a few federal agencies, including NASA and the Depart-

ment of Energy (DOE), had the authority to conduct competitions. This new 

authorization ignited a surge in the use of prizes among federal agencies. At 

the Challenge.gov prize clearinghouse, tens of thousands of citizen “solv-

ers” offered potential solutions to government challenges— from ideas for 

healthier school lunches (Department of Agriculture) to devices for cap-

turing energy from ocean waves (DOE).17 By June 2017, Challenge. gov had 

featured more than 750 prize competitions and challenges valued at more 

than $250 million— conducted under COMPETES and other authorities— 

from over one hundred federal agencies, departments, and bureaus.18 A sub-

sequent reauthorization of the COMPETES Act in December 2016 explicitly 

encouraged the use of citizen science and crowdsourcing across the federal 

government. Congress believed these approaches would spur a cost- effective 

acceleration of scientific research, promote hands- on STEM learning, and 

connect “members of the public directly to federal science agency missions 

and to each other.”19

In 2016, Congress also reauthorized the Small Business Innovation 

Research (SBIR) and Small Business Technology Transfer (STTR) programs 

through September 2022. Since 1982, these programs have required that 

all federal agencies spending more than $100 million annually on exter-

nal R&D set aside a percentage of their grant and contract funds for small 
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businesses, especially minority and women- owned firms. Essentially, these 

programs help finance the commercialization of cutting- edge technologies, 

while ensuring that the government looks beyond the usual corporate and 

university suspects in procuring government- sponsored research. The pre-

vious 2011 reauthorization mandated annual 0.1 percent increases in SBIR’s 

reserve percentage, from 2.5 percent in 2011 up to 3.2 percent in 2017. SBIR 

and STTR Programs at eleven research- intensive agencies— including the 

Department of Defense, NASA, and the National Science Foundation— now 

set aside approximately $2.2 billion annually to finance the development 

of cutting- edge technologies by a much broader spectrum of innovators.20 

Moreover, the Obama administration advocated for increased commercial-

ization support for SBIR/STTR grantees through boot camps such as NSF’s 

I- Corps (see chapter 5).

Scaling Access: Innovation Policy in Action

The Open Government Policies and Strategy for American Innovation pro-

vided high- level frameworks to enhance access to innovation; however, 

tool- specific policy guidance and communities of practice were critical 

to their implementation and scaling across government. The following 

sections highlight a series of successful impact stories, in which incen-

tive prizes, citizen science, crowdsourcing, and other federal policy tools 

encouraged a broad cross section of Americans to become innovators.

Incentive Prizes

Incentive prizes help “make” new innovators by expanding and diversi-

fying the pool of citizens that engage with the government’s challenges. 

For example, in 2013, Elena Lucas was a low- level analyst at a Fortune 

200 company.21 Today, she is a cofounder and CEO of UtilityAPI, a clean- 

energy start- up that provides a data service to evaluate energy usage and 

savings for homes and businesses. How did Lucas go from analyst to entre-

preneur in just under five months? Her drive, intelligence, and savvy made 

her a perfect CEO, but a government incentive prize helped kick- start her 

company.

In 2013, former NASA rocket scientist Michael Contreras was working 

in the DOE’s Solar Energy Technologies Office on a two- year fellowship 

sponsored by the American Association for the Advancement of Science. 
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Contreras observed a growing market demand for energy data products, 

but few new start- ups. Empowered by the SAI and the COMPETES Act, Con-

treras developed the SunShot Catalyst incentive prize to attract entrepre-

neurs to the emerging solar data sector. The challenge: create a secure and 

standardized data infrastructure for the evolving solar energy economy— a 

twenty- first- century digital update on the information once manually 

collected from nineteenth- century gas and electrical meters. By employ-

ing an incentive prize, DOE hoped to make solar energy faster to deploy, 

more accessible, and more affordable for Americans everywhere by actively 

engaging IT innovators from across the country.

In fall 2014, Elena Lucas and Daniel Roesler attended a “jamathon” 

hosted by Contreras’s SunShot Catalyst Prize Competition. During this mul-

tiday collaborative brainstorming session, contestants developed potential 

solutions and business plans; attendees were not required to have any 

background in the solar domain or even coding skills.22 Though Lucas had 

never worked on a software start- up, she was intrigued by the opportunity 

to participate in the prize competition, which had removed all barriers to 

entry. “Creating a company, with the jamathon as a catalyst, [was] a great 

alternate to the 9– 5,” Lucas shared with me over email. “I was attracted to 

entrepreneurship, as I’m sure many other millennials are, because we don’t 

have job security.” “Prize competitions,” she continued, “are a strong way 

to encourage entrepreneurship and small business creation, which are a 

huge generator of jobs.” Lucas also appreciated how prize competitions like 

SunShot Catalyst “set rules and criteria that make it possible for partici-

pants to see a way to winning. It’s a clear path that doesn’t hold as much 

ambiguity as starting a VC- funded start- up.”23

In September 2014, Lucas and Roesler submitted their concept alongside 

137 ideas from other innovators in the ideation phase of Catalyst’s multi-

stage competition (figure 7.3). Their idea used a customer’s utility data and 

bill history to estimate their savings if they converted to solar. UtilityAPI 

was selected as one of 17 semifinalists; with their prize— crowdsourced soft-

ware development credits— they built a prototype. On 21 May 2015, Lucas 

and Roesler unveiled their prototype and pitched their idea to a panel of 

judges at a demonstration day in San Francisco. UtilityAPI and four other 

teams were awarded $30,000 to advance their early- stage solutions toward 

commercialization.24 According to Lucas, “having the validation of Sun-

Shot Catalyst” on their website as well as the government’s “non- dilutive 
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funding” attracted private sector investors and helped UtilityAPI raise addi-

tional capital.25 Between August 2014 and October 2015, UtilityAPI grew 

from two to eleven employees in its Oakland, California, office.26

Lucas did not expect to become an entrepreneur. She grew up in St. 

Clair Shores, Michigan, outside Detroit; her father had been sporadically 

employed since she was in third grade. She paid for her undergraduate and 

graduate degrees through student loans. Entrepreneurship became a possi-

bility when she moved to the Bay Area and was exposed to its start- up com-

munity. The DOE’s government- sponsored jamathon and Catalyst prize 

helped her get started on her entrepreneurial journey. She remarked to me, 

“My parents are on food stamps. I’m a job creator. It’s been a wild ride.”27

According to a DOE report to OSTP, three of the five teams who won 

$30,000 in the “seed” round successfully achieved their product milestones 

and were awarded an additional $70,000, for a total of $100,000 in DOE 

prize money per team. Furthermore, the five finalist companies collectively 

raised over $1 million from private investors in 2015.28 Lucas and UtilityAPI 

Figure 7.3

Winners of the second cycle of the SunShot Catalyst Energy Innovation Prize were 

chosen out of 19 finalist start- ups that demonstrated their energy software solutions 

in Philadelphia on 10 December 2015. Credit: US Department of Energy (https://

energy.gov/eere/sunshot/sunshot-catalyst-energy-innovation-prize).
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also leveraged the Catalyst Prize win into an additional $762,000 SunShot 

grant from the DOE.29

Lucas’s experience with the SunShot Catalyst Prize Competition is illus-

trative of the many benefits of offering incentive prizes: reaching beyond 

the “usual suspects” for solutions; increasing the number of solvers tackling 

a problem; generating multiple novel approaches; and minimizing financial 

risk for the government. Incentive prizes also provide more entrepreneurial 

opportunities for women. In a study of more than 166 science challenges 

involving over 12,000 scientists, open innovation scholars Karim Lakhnai 

and Lars Bo Jeppesen found that “female solvers— known to be in the ‘outer 

circle’ of the scientific establishment— performed significantly better than 

men in developing successful solutions.” By “removing barriers to entry to 

non- obvious individuals,” prizes increase access to innovation.30

Before 2009, NASA, DOE, and the Department of Defense had limited 

authority to offer incentive prizes, and they conducted only a handful of 

competitions.31 However, between 2009 and 2015, the federal government 

conducted more than 440 prize competitions and challenges.32 How did the 

use of this approach scale so significantly?

To complement the White House’s Strategy for American Innovation 

(2009) and Congress’s reauthorized COMPETES Act (2010), the White House 

issued a formal policy framework in 2010 to guide agency leaders in using 

prize competitions and challenges to advance their core missions. This 

memorandum further directed the General Services Administration (GSA) 

to “make available a web- based platform for prizes and challenges within 

120 days.”33 So in September 2010, the GSA launched Challenge.gov, a 

one- stop shop where entrepreneurs and citizen solvers can find public- 

sector prize competitions and challenges. In 2011, the administration also 

launched the Center for Excellence for Collaborative Innovation (CoECI), a 

NASA- led, governmentwide team that provided agencies with guidance and 

support in implementing their prize competitions and challenges. Between 

2011 and 2015, CoECI launched 156 crowdsourced challenges, including 

sixteen challenges for other agencies.34

These policy, programmatic, and legislative actions were critical to accel-

erating the use of prizes across the government, but they would be useless 

without federal employees who were willing to try them. Led by the GSA, 

more than six hundred federal employees have established a community 

of practice for prizes and challenges. This community enables employees 
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across various federal agencies to help one another to implement pro-

gressively more ambitious and creative applications of these tools. On 16 

December 2016, the federal prize community published a tool kit on Chal-

lenge.gov that assembled six years of accumulated expertise in conducting 

government- sponsored prize competitions.35 This tool kit seeks to enable 

a greater number of employees to conduct even more prizes in the future.

Through a series of high- level meetings, the White House also spotlighted 

successes in order to increase awareness of incentive prizes, advance the state 

of practice in the government, and facilitate the initiation of high- impact, 

cross- sector competitions. For example, on 7 October 2015, the White House 

hosted “All Hands on Deck: Solving Complex Problems through Prizes and 

Challenges” to catalyze the next generation of ambitious prizes.36 This event 

included more than 150 federal agency managers, along with state and local 

government leaders, representatives from foundations and other nongov-

ernmental organizations (NGOs), and private- sector supporters.

Elena Lucas was a featured prizewinner at this event; she shared her 

experience of participating in the DOE’s SunShot Catalyst, which helped 

her become an innovator. A few months later she was named to Forbes 

magazine’s “30 under 30” watch list for young entrepreneurs in the energy 

sector.37

Citizen Scientists and Crowdsourcing

Tiye Garrett Mills, the high- schooler behind the leaf scanner, is just one of 

thousands of volunteers participating in citizen science and crowdsourcing 

projects supported by the federal government across the country. Mills is 

an example of a scientific “maker”; she modified hardware and collected 

biological samples in the field. However, many citizen scientists contribute 

to discoveries from the screens of their home computers.

In 2011, NASA astrophysicist Marc Kuchner sat in his office pouring 

over huge amounts of data from the agency’s Wide- field Infrared Survey 

Explorer (WISE), a space- based telescope. Computer searches had already 

identified many objects seen by the WISE survey as potential dusty “debris” 

disks; these disks are exciting because they are the signposts of planetary 

systems. But software cannot reliably distinguish debris disks from stars 

blended with other infrared- bright sources, such as galaxies, interstellar 

dust clouds, and asteroids. While writing a book about science communica-

tion, Kuchner had become interested in citizen science approaches. What 
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if NASA could leverage the human eye’s ability to distinguish patterns by 

crowdsourcing the classification of these images? How much more science 

could be accomplished? Kuchner set up a partnership with Zooniverse, a 

community of scientists, software developers, and educators who collec-

tively develop and manage citizen science projects via the internet. After a 

long struggle to find funding, the Disk Detective project opened for partici-

pation in January 2014.

In March 2014, just two months after Disk Detective launched, even 

Kuchner was surprised by the degree to which volunteers were getting 

involved. Kuchner started receiving emails from volunteers who complained 

about seeing the same object over and over again. “We thought at first it 

was a bug in the system,” he explained, “but it turned out [the volunteers] 

were seeing repeats because they had already classified every single object 

that was online at the time.” In less than one year from the project’s start 

date, over 28,000 citizen scientist volunteers using DiskDetective.org had 

logged one million classifications of potential debris disks and disks sur-

rounding young stellar objects. By November 2016, the community had 

completed two million classifications. These citizen scientists come from all 

over the globe— Argentina, Japan, Germany, Hungary, Australia— and they 

include students from Michael Blake’s sixth- grade classroom in Aylesbury, 

Canada.38

The volunteers’ involvement did not stop at online classifications. 

“Many of the project’s most active volunteers are now joining in science 

team discussions,” Kuchner explained, “and the researchers encourage all 

users who have performed more than 300 classifications to contact them 

and take part.”39 When volunteers identify objects of interest, scientists try 

to reserve time on telescopes in order to conduct follow- up observations 

and gather more data. At Disk Detective, the citizen scientists propose tele-

scope times and help interpret new data. In one case, when the need for 

follow- up observations was particularly urgent, Hugo Durantini Luca drove 

twelve hours from his home to help out during an observation period in 

the mountains of Argentina (figure 7.4).

It would arguably not be “science” if this project were not generating 

new publications to share its discoveries. However, as of November 2016, 

the Disk Detective team has published two papers describing discoveries 

made by citizen scientists in collaboration with their professional col-

leagues. The first paper, which includes eight citizen scientists as coauthors, 
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was accepted by the Astrophysical Journal in July 2016. The second paper, 

which includes eight additional citizen scientists as coauthors, was accepted 

by Astrophysical Journal Letters in September 2016.40

The team expects to wrap up the current project sometime in 2018, with 

an expected total of about three million classifications and perhaps four 

thousand disk candidates. This project is an incredible example of how 

crowdsourced, public participation expands access to science and innova-

tion. “More scientific breakthroughs are out there,” writes Disk Detective 

volunteer Jonathan Holden, “and citizen science is a chance for a person 

like me who isn’t a ‘rocket surgeon’ (yes, I’m being silly) to be a part of a 

scientific community, discovering strange new worlds.”41

Figure 7.4

Disk Detective Hugo Luca drove twelve hours to help out with an observing run in 

Argentina. Photo: Marc Kuchner, NASA.
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So how did the use of citizen- science and crowdsourcing approaches 

spread across the federal government? Whereas prize competitions were 

scaled via top- down policy, programmatic, and legislative action early on, 

the citizen- science and crowdsourcing approaches grew through a bottom-

 up, grassroots movement. Universities, nonprofits, states, and local com-

munities had been using these approaches for decades in a number of 

different domains and often without any federal role. For example, the 

Citizen Science Association, an NGO, has grown to over four thousand 

members from over thirty countries.42 The federal government had to 

complement existing efforts while discerning its proper role in scaling its 

crowdsourcing and citizen science endeavors.

During the Obama administration, these two innovation tools achieved 

success through the following ingredients: catalogs and platforms to cen-

trally list projects, policy and strategy documents to provide permission for 

their use and address common issues, tool kits and communities to share 

knowledge and advance best practices, and programmatic coordinators at 

the GSA to manage all of these components. From 2012 to 2016, citizen 

science and crowdsourcing initiatives were deliberately cultivated in the 

White House and across federal agencies. A “Champions of Change” event 

brought citizen science advocates to the White House; they encouraged 

federal employees to use these approaches to enhance scientific research, 

address societal needs, and provide hands- on STEM learning and literacy.43 

Elsewhere a group of five like- minded federal innovators formed the Fed-

eral Community of Practice for Crowdsourcing and Citizen Science (CCS), 

which has since grown to more than three hundred federal members from 

more than forty agencies.44 To prove that citizen science can be done 

anywhere, the White House installed a citizen science rain gauge in the 

First Lady’s vegetable garden. And in September 2015, OSTP announced 

key policy, programmatic, and legislative actions to help scale the use of 

citizen science and crowdsourcing. This included publication of the Fed-

eral Crowdsourcing and Citizen Science Toolkit, which was collaboratively 

developed by more than 120 people from twenty- four agencies.45

Finally, the Obama administration consolidated leadership for its citi-

zen science and crowdsourcing efforts within the GSA. In April 2016, in 

conjunction with the sixth White House Science Fair, the White House 

announced that GSA had partnered with the Woodrow Wilson Interna-

tional Center for Scholars, a trust instrumentality of the US government, 
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to launch CitizenScience.gov as the new hub for citizen science and crowd-

sourcing initiatives in the public sector.46 When it launched, the website’s 

searchable database listed more than three hundred citizen science and 

crowdsourcing projects supported by twenty- five federal agencies.

December 2016 brought a surprise holiday gift to this community when 

Section 404 of the reauthorized COMPETES Act (S.3084) granted new 

authority for federal agencies to conduct citizen- science and crowdsourcing 

projects.47 Much as the 2010 COMPETES Act stimulated the use of incentive 

prizes and challenges, this latest reauthorization could be transformative 

for scaling citizen science and crowdsourcing. This new authority requires 

biannual reporting, which will build a much more robust case for the effec-

tiveness of these tools, establish a long- term role for the GSA in administer-

ing CitizenScience.gov, and formalize the citizen science coordinator role at 

all federal agencies. These grassroots efforts in citizen science have earned 

recognition. In 2017, the CCS was recognized as a finalist for the Harvard 

Kennedy School’s prestigious Roy and Lila Ash Innovation in American 

Government Award.48

The citizen science and crowdsourcing community is currently more 

active in the academic and private sector, but its members regularly col-

laborate with their public sector counterparts to assist the scientific com-

munity. Many more researchers are beginning to understand the value that 

volunteers can bring to their work. One study estimated that the in- kind 

contributions of 1.3 million to 2.3 million citizen science volunteers to bio-

diversity research have an economic value of up to $2.5 billion per year.49 

Participation in citizen science efforts also promotes science literacy, STEM 

education, and inclusion. By their very nature, citizen science and crowd-

sourcing broaden access to innovation across the country— and around the 

world. Moreover, advocacy groups, such as the Citizen Science Associa-

tion, strive to foster diversity and inclusion, not just among volunteers but 

within the scientific field itself.50

Hybridized Innovation Tools

We should expect to see more projects that combine multiple methods 

from the Innovation Toolkit as federal employees and partners learn to 

create hybrid applications for maximum impact. For example, in 2014, 

as the Ebola public health crisis spread across Sub- Saharan Africa, the 

United States Agency for International Development (USAID) employed a 
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combination of approaches— including hackathons, an ideation challenge, 

and a traditional innovative procurement contract— to “rapidly source and 

develop potential solutions” to combat the challenges faced by health care 

workers. These challenges included inadequate personal protective equip-

ment, difficulty in tracking person- to- person transmission, the absence of 

rapid point- of- care diagnostics, and a need to accommodate traditional 

burial ceremonies involving direct contact with a deceased body. As USAID 

reported to Congress, the Fighting Ebola Grand Challenge “sourced over 

1,500 ideas and potential solutions.”51

Similarly, a hybrid innovation strategy— leveraging both open data and 

citizen science— helped advance the social justice mission of Fair Policing, 

an organization that studies what it means to grow up policed in New York 

City. This project sought a way for local youth to produce their own knowl-

edge, rather than just accepting the perspectives of adults. Professor Brett 

Stoudt of the John Jay College of Criminal Justice, CUNY, described how 

this impacted one youth co- researcher from the project, Keshan Harley: 

“[Harley] stood before a New York City council to share the data he helped 

generate. That data gave him a sense of authority and power to define his 

own narrative to policy makers that day.” Stoudt commented that Harley 

later told him, “This research transformed the I into We. It took a thousand 

individual experiences and collectivized it. Too often, young people like 

myself feel powerless against the injustices we face in life. Above all, the 

participatory research process empowers young people.”52

While the Fighting Ebola Grand Challenge was federally led with exter-

nal partners, the Researchers for Fair Policing project had little govern-

ment involvement other than the provision of open data. As policymakers 

consider which combination of tools could best be applied for different 

problems, they should also discern the appropriate role for the federal gov-

ernment. As innovation experts Raymond Tong and Karim Lakhani suggest 

in their 2012 paper, the federal government can serve as host, coordinator, 

or contributor for these innovation tools, depending on the involvement 

of external partners.53

Conclusion: A Future That Engages Even More Americans

During the Obama administration, the scaling of tools such as open data, 

incentive prizes, citizen science, and crowdsourcing expanded access to 

innovation by enticing a broader cross section of Americans to become 
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innovators. On Challenge.gov alone, more than 250,000 solvers have par-

ticipated in over 750 challenges for more than $250 million in prize money 

since 2010. CitizenScience.gov lists four hundred projects from twenty- 

six federal agencies. Every day, millions of consumers (and thousands of 

employees) depend on companies such as Trulia, Carfax, and Accuweather 

that are built upon open government data. Overall, in recent years, liter-

ally hundreds of thousands of people have become engaged in innovation 

opportunities that may not have been available were it not for the federal 

government.

These tools help make a new and more diverse crop of innovators who 

are motivated to participate for different reasons. Many citizen scientists 

engage because of the inherent value they see in contributing to scientific 

discovery. Others engage because of the new connections to their com-

munity and the like- minded friends they make by participating in citizen 

science projects. Prize competitions, in contrast, attract garage inventors 

driven by interesting technological challenges, as well as the allure of mon-

etary rewards and the public spotlight. Hackers who engage with govern-

ment open data and maker communities that advance the open hardware 

movement are alternatively motivated by community values of collabora-

tion and openness.

Historically, the federal government has not actively engaged with citi-

zen scientists, garage inventors, hackers, and makers. Just as individual fed-

eral employees operate in their “happy places,” the federal government has 

traditionally engaged mostly with other organizations, such as companies 

and research institutions. Citizen scientists, garage inventors, hackers, and 

makers are groups of individuals, which makes it structurally and philosophi-

cally more difficult for the government to understand when and how best 

to engage them.

As more and more impact stories emerge from government- sponsored 

initiatives, the case for democratizing, diversifying, and expanding access 

to innovators of all stripes is stronger today than ever before. Thanks to pol-

icy, programmatic, and legislative support in recent years, the biggest ques-

tion for future government policy makers will not be if these approaches 

have value, but how best to use them, while increasing the diversity and 

inclusion of participants.

At the end of the day, project managers across government must develop 

an understanding of when and how to use these tools to achieve the 

nation’s science and technology goals. Scale will be limited by awareness of 
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these approaches, the perceived and actual barriers to implementing them, 

and the existence of a learning culture to expand and develop even more 

effective applications. Each administration has an important role in defin-

ing the value they see for expanding access to innovation. Similarly, each 

administration must decide which policy tools they find most appealing, 

then formulate and execute strategies for scaling them.

It remains to be seen how the innovation tool kit will continue to scale 

during the Trump administration. There are a number of factors that con-

tribute to scale, including legal frameworks, communities of practice, and 

budget availability for projects. Early signs throughout 2017 and 2018 

point to most of these building blocks continuing to be supported at most 

federal agencies. Importantly, Congress’s permanent authorizations for 

both incentive prizes and citizen science certainly provide a sustainable 

legal basis for those approaches. Active communities of practice and the 

continued clear coordination role for GSA are critical for longevity. GSA’s 

work to publish a more expansive web- based innovation tool kit will also 

be important. Since most of the hundreds of projects that have been exe-

cuted to date are largely agency-  and program- based efforts, top- down sup-

port from the White House is incredibly enabling, as demonstrated during 

the Obama administration, but it is not the only factor for scaling the use 

of these approaches by federal agencies. As we approach the end of 2018, 

I am encouraged that these approaches continue to be leveraged and sup-

ported in the Trump administration as bipartisan tools that help to execute 

the priorities of administration initiatives such as the Office of American 

Innovation (OAI), whose stated objective is to “bring together the best ideas 

from Government, the private sector, and other thought leaders to ensure 

that America is ready to solve today’s most intractable problems, and is 

positioned to meet tomorrow’s challenges and opportunities.”54 In March 

2018 explicit support was demonstrated by the OAI in a White House blog 

post that echoed much of the sentiment about prize competitions that was 

espoused in the Obama administration stating both, “The Trump adminis-

tration looks forward to future engagement with federal agencies and the 

private sector to leverage prizes and challenges to improve the quality of 

life for Americans now and in the future” and “prizes and challenges can 

enable federal agencies to reach beyond the ‘usual stakeholders’ to increase 

the number of perspectives working to develop solutions for a specific 

problem.”55 Thus, the first two years of the Trump administration have 
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continued to enable and encourage the use of some types of open innova-

tion in the federal government, both as means to involve a diverse cross 

section of Americans in solving problems and as a way to improve the qual-

ity of life for Americans.

The Obama administration’s coordinated support of innovative science 

and technology policies set the stage to help a broader and more diverse 

cross section of Americans to become innovators. In the process, the admin-

istration established a firm foundation of knowledge, infrastructure, best 

practices, and high- impact case studies to fuel the fire for many years to 

come, including today where open innovation approaches continue to be 

supported by the Trump administration.
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Innovation is not an inherent social good. Automation and driverless 

vehicles have profound trade- offs, including the elimination of blue- collar 

jobs.1 Facebook and Twitter erase privacy by design, while foreign govern-

ments utilize the platforms to manipulate elections.2 Innovators, moreover, 

are not naturally virtuous. Engineers and entrepreneurs devote their talents 

to building clever smartphone apps even as vital infrastructures in under-

served communities— such as Flint, Michigan’s lead- tainted water supply— 

fall apart.3 Meanwhile Silicon Valley firms are rife with sexual harassment, 

misogyny, and discrimination.4

Yet as recently as five years ago, few publicly questioned the imperative to 

innovate. It is not hard to see why. The initiatives described in the previous 

section provide convincing evidence that the nation requires more innova-

tors to meet real societal challenges. By emphasizing individual and col-

lective improvement, champions of innovation receive widespread social 

and political support. But attitudes are changing as the daily news cycle 

highlights the negative consequences of innovation and the questionable 

practices of innovators.

This section brings together experts who critically analyze the assump-

tions, methods, equity, and efficacy of the innovator imperative. Its contribu-

tors work primarily in academic disciplines that include history, science and 

technology studies (STS), and economics. Some of these critics believe that 

innovation, properly deployed, can be a force for good. They identify the 

imperative’s flaws to improve the enterprise. A more strident subset of con-

tributors argues that innovation is a destructive and irredeemable ideology. 

They reject “innovation” as a buzzword; they condemn the economic neolib-

eralism, racism, and sexism of pro- innovation institutions; and they espouse 

alternative values such as maintenance, care, and continuity. Overall, these 
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critics invite readers to question their assumptions about innovation. They 

ask why the demand for innovators is so ubiquitous, whether innovation’s 

champions are meeting their promises, and at what cost?

An increasingly common refrain is that innovation is a meaningless con-

cept.5 Today the term describes everything from “disruptive toothbrushes” 

to microenergy programs in rural India.6 Still, “innovation” remains a con-

venient shorthand because of its conceptual breadth. As we saw in part 

I, experts ambiguously use the term to signify the diffusion of new ideas, 

institutional change, and technology commercialization. But what does 

“innovation” really mean? And why is it assumed to be a good thing?

In chapter 9, “How Innovation Evolved from a Heretical Act to a Heroic 

Imperative,” historian Benoît Godin excavates the surprising history of the 

idea of innovation. From its semantic origins in ancient Greece through the 

Enlightenment, an “innovation” was an unwelcome novelty that upset 

the established social order. In fact, the word “innovator” was an epithet that 

branded someone as a religious heretic or political revolutionary. By the late 

nineteenth century, innovation began to signal technological and economic 

progress, but it was only after World War II that economists, politicians, and 

technologists embraced the concept as an imperative for remaking people, 

institutions, and nations.

Given the emerging backlash against innovation, Godin’s chapter raises 

the possibility that innovation could return to its original, negative conno-

tation. He implicitly chides those who valorize innovators as the panacea 

for society’s problems; after all, yesterday’s innovators were routinely cas-

tigated as dangerous subversives. Godin offers no solutions for the current 

innovation obsession. Moreover, his study privileges innovation’s linguistic 

changes over the social and technological changes the term now describes; 

thus, practitioners might dismiss his account as an etymological curiosity. 

Nonetheless, his longue durée analysis destabilizes the twenty- first- century 

conviction that innovation is synonymous with progress.

Critics also question the efficacy and sustainability of innovator ini-

tiatives. These programs deploy impressive statistics on the number of 

students they train and the start- ups they launch. However, a fundamen-

tal instability resides beneath these metrics of success. For example, UIF 

depends on grants and corporate sponsorships that necessitate perpetual 
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fund- raising (Fasihuddin and Britos Cavagnaro, chapter 3). Similarly, fed-

eral programs such as I- Corps (Arkilic, chapter 5), which is currently ascen-

dant, and Obama- era citizen science efforts (Gustetic, chapter 7), which are 

moribund, are vulnerable to changing political agendas.7 Skeptics ask, why 

should we support innovator initiatives if their track record is so precarious?

In chapter 10, “Failed Inventor Initiatives, from the Franklin Institute 

to Quirky,” historian Eric S. Hintz describes a 150- year pattern of fragility 

among organizations that support would- be innovators. Hintz uncovers 

the history of precursors to programs such as Quirky, a recent start- up that 

combined crowdsourcing with in- house design expertise to “make inven-

tion accessible.” Until its bankruptcy in 2015, Quirky was hailed as a com-

pletely new and participatory approach to innovation. However, Hintz 

shows that the Franklin Institute, a Philadelphia technical society founded 

in 1824, offered— but failed to sustain— a remarkably similar set of services. 

In fact, Hintz finds that nearly every inventors’ association since the Frank-

lin Institute has collapsed within a decade of its founding.

Hintz argues that professional communities like Quirky and the Frank-

lin Institute are vital to the success of individual innovators; however, a 

founder’s confidence and claims of novelty are not enough to guarantee an 

initiative’s survival. He asserts that attention to history can help innovators 

better understand innovation as a social and institutional process, a theme 

taken up by W. Bernard Carlson in part III (chapter 16). Of course, cham-

pions of innovation might retort that the churn of these short- lived initia-

tives is actually a sign of success, the natural consequence of innovation’s 

“creative destruction.”8 Conversely, the record of failure that Hintz docu-

ments may indicate that the innovator imperative is built on false premises.

Critics of innovation also dispute the essentialism of the best practices 

proffered by innovation experts. Efforts to emulate successful models of 

local and regional innovation (Feldman, chapter 6) have expanded on an 

international scale. At the same time, scholars have shown repeatedly that 

attempts to replicate technological and cultural practices in new settings 

are always context dependent. Initiatives for implementing American inno-

vation models are complicated by the motivations of local imitators, by 

the experts hired to implement those models in foreign environments, and 

by the sheer messiness of change on the ground.9 Why, then, are universal 

models for cultivating innovation and innovators in high demand?
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In chapter 11, “Building Global Innovation Hubs: The MIT Model in 

Three Start- Up Universities,” science studies scholar Sebastian Pfotenhauer 

describes a global imperative for innovation that looks to the United States 

for experts and best practices. He explores how technical universities in 

Singapore, Russia, and the United Arab Emirates have partnered with the 

Massachusetts Institute of Technology (MIT) to import the university’s 

blueprint for training innovators, founding start- ups, and commercializing 

new discoveries. However, Pfotenhauer shows that these groups interpreted 

the same “model” in dramatically different ways: Singapore adopted the 

MIT model as a radical break from current engineering practices, Russia 

sought a “counter model” that bridged to its traditional institutions, and 

the United Arab Emirates sought regional capacity- building for economic 

development.

Pfotenhauer claims that there are no fixed models of innovation. In fact, 

he argues that the “MIT model” is not really a model at all but rather an 

ambiguous ideal that can accommodate the needs of multiple stakehold-

ers while maintaining the legitimacy conferred by the MIT brand. Regard-

less, the mutability of the MIT model challenges the authority of American 

innovation expertise and suggests that other “best practices” of innovation 

may be just as tenuous.

A growing chorus of critics also has questioned the lack of diversity 

among innovators. In response, most programs that champion innovation 

have explicit diversity goals to cultivate a more representative cross section 

of innovators. Yet, despite major demographic shifts in the US popula-

tion  and the ongoing efforts of these groups, technological innovation 

remains a largely white, male enterprise.10 Why do gender and racial dispari-

ties persist in the innovation workforce?

In chapter 12, “The Innovation Gap in Pink and Black,” economist Lisa 

Cook explains that the underrepresentation of women and African Ameri-

cans in the innovation economy is rooted in entrenched discrimination. 

For centuries, women and African Americans were denied equal access to 

education and the technical professions. Drawing on a wealth of empiri-

cal data, Cook demonstrates that women and African Americans are less 

likely to earn an advanced STEM degree, less likely to receive a patent, and 

less likely to commercialize those patents than their white, male counter-

parts. Consequently, women and African Americans are less likely to enjoy 
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the higher employment rates, wages, and capital gains of the innovation 

economy, further exacerbating inequality.

Cook asserts that careers in innovation are pathways to personal wealth, 

national economic growth, and societal advancement, but that innova-

tion’s benefits are not equitably distributed. Her data indicates that the 

structural origins and impacts of these disparities cannot be solved with 

rhetorical Band- Aids or surface- level initiatives. She concludes with a call 

for further research to assist organizations that are working to confront 

innovation’s racial and gender gaps (Sanders and Ashcraft, chapter 17). She 

is optimistic that innovation can be an engine of progress for women and 

African Americans; however, her own analysis also lends credence to the 

critique that the innovation economy is inherently unequal.

The harshest critics of innovation claim that its champions perpetuate a 

rigged system that privileges disruption and profit over stewardship and the 

common good.11 They warn that an obsession with gadgetry and schemes 

for disruptive change obscure how we actually live and work with technol-

ogy. We are, in fact, surrounded by and dependent upon infrastructures and 

legacy technologies such as electrical grids, roads, and sewer systems that 

require democratic governance and public investment. Innovator initiatives, 

however, can instill misleading notions about careers in science and technol-

ogy and direct attention and resources away from the knowledge, practices, 

and values required for a healthy society. Why, then, do we privilege novelty 

and disruption over alternate values such as maintenance and care?

In chapter 13, “Make Maintainers: Engineering Education and an Ethics 

of Care,” Andrew L. Russell and Lee Vinsel focus on the innovator impera-

tive’s corrosive effect on universities and the way it distorts how engineers 

are trained. Today’s engineering students are now required to take courses 

in entrepreneurship and to complete capstone senior design projects that 

direct them to invent new things, such as robots and electric cars. Russell 

and Vinsel warn that these educational trends are misleading students, 

since most professional engineering work is comprised of the mundane— 

but critically important— labor of inspections, repairs, adjustments, and 

incremental improvements to existing systems.

Russell and Vinsel denounce the proliferation of “innovation- speak” and 

revile the corporate impulses that have co- opted modern universities. They 

condemn programs like UIF and I- Corps, and argue for alternative values 
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of maintenance and care. In this respect, they anticipate contributors in 

part III such as Natalie Rusk, who seeks to blend creativity with caretaking 

(chapter 15), and the “responsible innovation” programs at Arizona State 

University described by Erik Fisher, David Guston, and Brenda Trinidad 

(chapter 18). Champions of innovation would counter that maintenance 

depends upon new innovations. Moreover, they worry that maintenance 

can devolve from responsible stewardship into a defense of the status quo, 

or worse, a retrograde obstacle to progress.

By asking why— and to what effect— innovation has become a societal imper-

ative, the contributors assembled in this part work against boosterism for 

innovation. As they question the efficacy of innovator training initiatives 

and the presumption that innovation is a social, cultural, political, and eco-

nomic good, they offer differing answers to whether America needs more 

innovators.

Contributors agree, however, on the reasons why innovation increas-

ingly is on trial. First, innovation experts seem to overpromise and underde-

liver. Likewise, innovation’s champions are no closer to resolving long- term 

challenges such as the underrepresentation in the technology economy of 

women, African Americans, and other minority groups. Finally, as innova-

tion has become a dominant societal goal, innovators appear less as insur-

gent advocates for progress than as contributors to an economic system 

that serves only a fraction of the world’s population.

Seen together, however, the critics’ flaws also become visible. The rela-

tively homogenous backgrounds of innovation’s critics— each of this sec-

tion’s contributors holds a PhD and works for a university or research 

center— invites the charge that they are “ivory tower” academics. More-

over, most are willing to teach in institutions whose missions support the 

training of innovators. By rejecting innovation as an empty ideology, the 

harshest critics dismiss its capacity for progressive social change, the very 

quality that attracts the champions. Finally, these contributors offer several 

critiques but few practical solutions.

In short, the following chapters emphasize diagnosis over treatment. 

They reveal how the values, practices, and inequities of innovation are per-

petuated. By examining the limitations and fallacies of innovator initiatives, 

these critics set the stage for reform.
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It were good, therefore, that men in their innovations would follow the example 

of time itself; which indeed innovateth greatly … but quietly, by degrees scarce to 

be perceived.

— Francis Bacon, Of Innovation, 1625

Innovation is a concept that everyone understands spontaneously— or 

thinks he understands. Every theorist talks about innovation in glowing 

terms, everyone likes to be called an innovator, every firm claims it inno-

vates, and every government espouses programs to make whole nations 

innovative. Yet it has not always been so. For most of history, “innovation” 

has been a dirty word.

There are many words and concepts that we use with no knowledge of 

their past. Such concepts are taken for granted and their meaning is rarely 

questioned. Innovation is such an anonymous concept.

Today, the concept of innovation is wedded to an economic ideology, 

so much so that we forget it has mainly been a political— and contested— 

concept for most of history. Before the twentieth century, innovation did 

not have anything to do with creativity and progress. And there was no 

economic or social theory of innovation. The concept instead had a “nega-

tive history,” to use French historian Pierre Rosanvallon’s phrase: a history 

of contestations, refutations, denigrations, and denials.1 “Innovation” was 

a term that conservative opponents of change used to describe deviance— a 

vice, something explicitly forbidden by law and used as a linguistic weapon 

by the opponents of change.

The history of “innovation” is an untold story of myths and conceptual 

confusions that both innovation experts and historians have misunderstood. 

9 How Innovation Evolved from a Heretical Act  

to a Heroic Imperative

Benoît Godin
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Most attribute innovation’s conceptual origin to the twentieth- century 

economist Joseph Schumpeter.2 Others, following the historian George 

Pocock, attribute a typology of innovators to the Renaissance statesman 

Niccolò Machiavelli.3 A few historians trace innovation’s lineage to ancient 

Greece but fail to distinguish the term’s meaning from mere “novelty.”4 Still 

other scholars suggest that what some called innovation in the past was not 

real innovation.5 Throughout these accounts, anachronism is omnipresent. 

“Social innovation,” for example, is often claimed to be a recent alterna-

tive to industrial or technological innovation; in fact, the notion of social 

innovation appeared one hundred years before the phrase “technological 

innovation.”6

The history of the concept of innovation raises critical questions about 

how and why innovation has become a valorized force of social progress. 

When exactly did the concept of innovation first emerge? How could people 

of the previous centuries constantly innovate but at the same time deny 

they innovate?7 Finally, through what route did innovation change in mean-

ing, and why?

Over the last ten years, I have traced the meanings of innovation across 

centuries.8 I have searched for antecedents of the modern concept of inno-

vation in Greek and Roman sources from ancient times. I have collected 

over five hundred documents with titles containing “innovation,” from the 

Reformation to the late nineteenth century, including pamphlets, public 

speeches, sermons, and legal proclamations. I have also studied hundreds 

of titles from the twentieth century, when the idea of innovation crystal-

lized in modern theories. In a second phase, I have supplemented these 

titles with searches through hundreds of other texts online.9

In this chapter, I study how thoughts about innovation in early modern 

society gave rise to innovation theory in the twentieth century. I describe 

how, when, and why a pejorative word with negative moral connotations 

shifted to a much- valued concept. I offer a history of the concept of inno-

vation going back to antiquity, a history that takes the use of the concept 

seriously, from polemical to instrumental to theoretical (figure 9.1). I argue 

that innovation acquired a positive meaning because of its instrumental 

function to the political, social, and material change that could “create, 

even sanctify,” a progressive future.10 I further contend that innovation has 

become a basic value of twenty- first- century society because the concept 
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of innovation itself contributes to defining society, both as an idea and in 

practice.

Subversives and Heretics: 2500 BCE to the Sixteenth Century

The word “innovation” was coined in the late 1200s, but the concept under-

lying the term originated in both Greek and Roman antiquity with dis-

tinct meanings that evolved and intermingled in the preceding millennia 

 (table 9.1). The ancient Greek kainotomia, meaning “introducing change 

into the established order,” had a negative political connotation from its 

very emergence. The word is a combination of kainos (“new”) and the radi-

cal tom (“cut; cutting”). It described changes that were subversive, or revo-

lutionary as we say today. Such were Plato’s and Aristotle’s meanings, the 

former focusing on cultural innovation (games, music) and its effect on 

society, and the latter on changes to political constitutions. Aristotle, for 

example, wrote dismissively of innovation that

[if] people abandon some small feature of their constitution, next time they will 

with an easier mind tamper with some other and slightly more important feature, 

until in the end they tamper with the whole structure.… The whole set up of the 

constitution [is] altered and it passed into the hands of the power- group that had 

started the process of innovation.11

Certainly there were a few positive uses of the concept in classical Greece. 

The polymathic scholar Xenophon, for example, interpreted kainotomia
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Frequency of the term “innovation” over time (Google Ngram).
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literally in his writings on political economy. Xenophon’s use of “innova-

tion” is interpreted as “making new cuttings,” namely, opening new mine 

galleries, with the objective of increasing the revenues of the city of Ath-

ens.12 But in general, the concept of innovation appeared infrequently dur-

ing Greek antiquity and usually in a negative connotation.

“Heresy” ascended to central importance in religious and political 

life in the Middle Ages and the Renaissance and the concept is central 

to understanding “innovation.” As St. Isidore of Seville (ca. 570– 636) put 

it in The Twenty Books of Etymologies, “Haeresis is called in Greek from 

choice … because each one chooses that which seems to him to be the 

best … since each [heretic] decides by his own will whatever he wants to 

teach or believe.” Isidore continues: “Whoever understands scripture in 

any sense other than that which the Holy Spirit, by whom it was written, 

requires … may … be called an heretic.”13 By the early thirteenth century, 

Robert Grosseteste, bishop of Lincoln and first chancellor of Oxford, gave 

what became the standard definition of heresy: “[1] an opinion chosen by 

human faculties, [2] contrary to sacred scriptures, [3] openly held, [4] and 

pertinaciously defended [preached].”14

For a long period in Western history, the innovator was a heretic and 

called as such.15 Medieval and Renaissance writers spoke of both heresy and 

innovation in terms of evil, sickness, and disease; they spoke of innovators 

as flatterers and seducers eager for novelty. Opponents of both heresy and 

innovation accused the enemy of similar acts: rebellion, civil wars, insta-

bility, and disorder. The vocabulary of royal proclamations against heresy 

and heretics was similar to that against innovation and innovators.16 Both 

Table 9.1

Origins of the Word “Innovation”

France England Italy

Innovation 1297 1297 1364
Innovate 1315 1322 14th century
Innovator 1500 1529 1527

Sources: The Oxford English Dictionary (Oxford: Clarendon Press, 1989); O. Bloch and 

W. Wartung, Dictionaire étymologique de la langue française, 5th ed. (Paris: Presses 

Universitaires de France, 1968); C. Battisti and G. Alessio, Dizionario Etimologico 

Italiano (Florence: Barbèra, 1952); M. Cortelazzo, Dizionario etimilogico della lingua 

italiana (Bologna: Zanichelli, 1979).
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heresy and innovation shared the idea of liberty or “private opinion” or 

“private design,” especially in religious conflicts and debates.17

Soon this idea of innovation as deviant liberty traveled from the reli-

gious to other spheres of society. For example, accusations of “private 

design” abound in politics, such as the royalist Robert Poyntz on the abuse 

of parliaments— one of the first political pamphlets to carry a form of 

“innovation” in the title.18 In sum, “innovation” was the secularized term 

for heresy and included the religious, political, and social “heretic” or devi-

ant. The concept served as a linguistic weapon or label in the arsenal of 

those opposed to change: clerics, monarchists, and conservatives alike.

While the Greek meaning of “innovation” was negative, the concept 

made its entry into Latin vocabulary with a more positive inflection. In con-

trast to the Greeks, the Romans had no word for “innovation,” although 

they had many words for “novelty” (novitas, res nova). In addition, the verb 

novare carried a pejorative meaning similar to kainotomia/mein, depending on 

the context. Yet from the fourth century, Christian writers and poets coined 

in- novo, which means “renewing,” in line with other Christian terms of the 

time: regeneration, reformation, renovation.19 Innovo had no future connota-

tion as such, although it signaled movement toward a “new order.” Innovo 

referred to a return to the past: going back to purity or the original soul.20

Revolution and renewing are the two poles of a spectrum of meanings that 

defined innovation in the following centuries, both in dictionaries and lay 

discourses. Renewing pointed to the past (return to the old, changing or renew-

ing the old), and revolution pointed to the future (introducing something 

new, entirely new). For example, Catholic popes in the fifteenth century used 

“innovation” in a legal context as renewing previous statutes, and Machia-

velli did so in the sense of imitation. In spite of his revolutionary political 

morality, Machiavelli’s understanding of “innovation” was introducing new 

laws similar to those of great rulers of the past. On the other hand, reformers 

and counterreformers from the sixteenth century used the concept of innova-

tion as an accusation for changing things with “revolutionary” consequences.

Innovation as Polemic: The Sixteenth to the Eighteenth Century

The Reformation was a key moment in the history of the concept of inno-

vation. Catholics accused Protestant reformers of innovating. The Puri-

tans served the same argument to the Anglican Church and accused it of 
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bringing the church back to Catholicism. The word served both sides of the 

debate— reformers and counterreformers.

Innovation lost its positive valence of renewal when it moved to the 

politico- religious sphere of the Reformation. As Protestant reformers such 

as Martin Luther and John Calvin separated themselves from the Catholic 

Church, royal and ecclesiastical authorities started using innovation in dis-

course. In 1548, Edward VI, king of England and successor to Henry VIII, 

issued a Proclamation against Those That Doeth Innouate. The proclamation 

first places innovation in context, then admonishes subjects not to inno-

vate, and finally imposes punishments on offenders:

Certain private Curates, Preachers, and other laye men, contrary to their bounden 

duties of obedience, both rashely attempte of their owne and singulet witte and 

mynde, in some Parishe Churches not onely to persuade the people, from the 

olde and customed Rites and Ceremonies, but also bryngeth in newe and strange 

orders … according to their fantasies … is an evident token of pride and arrogance, 

so it tendeth bothe to confusion and disorder.… 

Wherefore his Majestie straightly chargeth and commandeth, that no maner 

persone, of what estate, order, or degree soever he be, of his private mynde, will 

or phantasie, do omitte, leave doune, change, alter or innovate any order, Rite or 

Ceremonie, commonly used and frequented in the Church of Englande.… 

Whosoever shall offende, contrary to this Proclamation, shall incure his high-

ness indignation, and suffer imprisonment, and other grievous punishementes.21

The proclamation was followed by the Book of Common Prayer, whose pref-

ace enjoined people not to meddle with the “folly” and “innovations and 

new- fangledness” of some men.22

It was precisely in the context of the Reformation that the concept 

entered everyday discourse. The English Puritan Henry Burton was an 

emblematic writer. Every later argument on innovation would be found in 

his pamphlet For God and the King (1636), the sum of two sermons preached 

on obedience to God and the king in times of “innovations tending to 

reduce us to that Religion of Rome.”23 Innovators were those who trans-

gressed the disciplinary order and intended to change it for evil purposes, 

namely, bringing the Protestant Church back to Catholic doctrine and 

discipline. Innovating was considered a private liberty— like heresy— that 

crept imperceptibly and, with time, led to dangerous consequences.24 Arch-

bishop William Laud and his supporters produced replies that opposed Bur-

ton’s argument entirely: we are not innovating but bringing the church 

back to purity. Burton was brought to the court, was put into prison, and 

had his ears cut off.
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In the mid- seventeenth century, King Charles prohibited innovation 

again.25 The proclamations required bishops to visit parishes to enforce the 

ban; instructed bishops, university scholars, and schoolmasters to take an 

oath against innovations; and ordered trials to prosecute the “innovators.”26 

Advice books and treatises for princes and courtiers supported this under-

standing and included instructions not to innovate. Books of manners urged 

people not to meddle with innovation.

This was only the beginning. First, the pejorative meaning of innovation 

expanded in the political realm, with monarchists of the seventeenth and 

eighteenth centuries accusing the republicans of being “innovators.” Such 

was the accusation made against Henry Neville in England and his pamphlet 

Plato Redivivus: or, a Dialogue Concerning Government (1681).27 Innovation was 

revolutionary and violent. No republican— not even the most famous Prot-

estant reformers or the French revolutionaries— thought of applying the 

concept to his own project. In contrast, and precisely because the word was 

morally connoted, the monarchists used and abused the word and labeled 

the republican as an innovator.28 This linguistic practice continued until 

the French Revolution, when a general disgust of novelty emerged on the 

idea of innovation.29

Second, innovation widened its meaning to the social. The social reformer 

or socialist of the nineteenth century was called a social innovator, as 

William Sargant put it in Social Innovators and Their Schemes.30 His aim was 

to overthrow the social order, namely, private property. Innovation was a 

scheme or design in a pejorative sense— much as it was a conspiracy in 

political literature (described with words such as “project,” “plan,” “plot,” 

or “machination”).31

Everyone shared this essentially social and political representation of 

innovation. Natural philosophers from Francis Bacon onward never referred 

to innovation as what was certainly the most innovative project in science: 

the experimental method. Equally, very few artisans and inventors talked 

of their inventions in terms of innovation.

To the ruling classes, the concept of innovation served to discipline peo-

ple and regulate society. To writers and pamphleteers, “innovation” was 

a word used to exploit emotions. In Studies in Words, literary scholar C. S. 

Lewis speaks of a “tendency to select our pejorative epithets with a view 

not to their accuracy but to their power of hurting … not to inform … but 

to annoy.”32 He also writes that “we call the enemy not what we think he 

is but what we think he would least like to be called.”33 From antiquity 
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through most of the nineteenth century, “innovator” was one of the most 

odious epithets one could hurl at a rival.

Rehabilitating Innovation as Progress: The Eighteenth  

to the Nineteenth Century

The concepts of innovation and revolution each changed meaning and 

started to be used in a positive sense at about the same time. The “spirit of 

innovation,” a pejorative phrase of the previous centuries, became one of 

praise. This occurred gradually over the nineteenth century and received 

full hearing in the twentieth century.

Two rehabilitations of the concept served the purpose. One was a 

semantic redescription: people began producing reflexive thoughts on 

the meaning of innovation and concluded that the concept admitted dif-

ferent interpretations. Innovation was neutral. There were good and bad 

innovations. Yet innovation was still a word of accusation— the “war cry 

of the fools,” as Jean d’Alembert put it; a “damned word,” as the Fouri-

erist Victor Considérant claimed.34 Yet innovation could also be a good 

and useful thing. As philosopher Jeremy Bentham wrote in The Book of 

Fallacies:

Innovation means a bad change, presenting to the mind, besides the idea of a 

change, the proposition, either that change in general is a bad thing, or at least 

that the sort of change in question is a bad change.… [But] to say all new things 

are bad, is as much as to say all things are bad, or, at any event, at their com-

mencement; for of all the old things ever seen or heard of, there is not one that 

was not once new. Whatever is now establishment was once innovation.35

Here was a second rehabilitation, an instrumental one. During and after 

the French Revolution, “innovation” repeatedly came to describe a means 

to political, social, and material progress. “We must never fear to innovate, 

when the public good is the result of innovation,” wrote one anonymous 

commentator, “every century having other morals and new usages, every 

century must have new laws.”36 The aristocratic revolutionary Charles Pig-

ott similarly argued, “If it had not been for this happy spirit of innovation, 

what would be the state of mechanics, mathematics, geography, astronomy, 

and all the useful arts and sciences?”37

Nineteenth- century scholars began to rewrite the story of the Reforma-

tion and the French Revolution in terms of innovation and even began to 
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speak of innovators in superlative terms— declaring, for example, that the 

“Government of the Church by bishops is an innovation,” the British con-

stitution “owes its beauty to innovation,” and “the great charter and the 

bill of rights are innovations.”38 To Alexis de Toqueville, innovation even 

became a source of national pride:

The American must be fervent in his desires, enterprising, adventurous, and above 

all, innovative. This spirit can be found in everything he does: he introduces it 

into his political laws, his religious doctrines, his theories of social economy, and 

his private industry; it remains with him wherever he goes; be it in the middle of 

the woods or in the heart of cities.39

This sentiment was codified by Auguste Comte, who asserted that inno-

vation was a distinguishing quality between animalism and humanity.40 

Finally, writers also discussed the feelings of the people toward innova-

tion. For example, anthropologists looked at how the “primitives” reacted 

to innovation, as opposed to the moderns.41 The dichotomy of tradition- 

innovation/conservateur- novateur became a common framework for under-

standing the past, the present, and the future.

Yet the transition of “innovation” from negative to positive was not 

sudden. First, the neutral use of the concept coexisted with the pejorative 

before the nineteenth century.42 Second, the pejorative use of “innovation” 

continued to share a place with the positive over the nineteenth century.43 

One had to wait until the twentieth century for a complete reversal in the 

representation of innovation.

Theorizing and Enhancing Technological Growth:  

The Twentieth Century to Today

Early in the twentieth century, “innovation” increasingly appeared as a 

common and positively connoted word in law, education, literature, arts, 

sciences, medicine, and the social sciences. Innovation began to be cast 

in terms of a vocabulary of initiative, together with entrepreneurship and 

creativity.44

Two discourses encapsulated this change in a story that is essential to 

innovation as a phenomenon: a theoretical discourse and a public (gov-

ernment) discourse. Theorists began to study innovation and, in doing so, 

embraced a eulogistic view of innovation, or “pro- innovation bias,” as the 

sociologist Everett Rogers put it. The aim was to understand innovation in 
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order to serve the practical: the development of strategies and policies to 

accelerate and get more out of innovation.

Beginning in the 1940s, theoretical thoughts on innovation appeared, 

and theories of innovation began to multiply. Psychological, sociological, 

and economically oriented theories followed one after the other from eco-

nomic historians, anthropologists, sociologists, educators, political scientists, 

management theorists, engineers, mainstream economists, and evolution-

ary economists.45 What had been called “change” (e.g., social change) and 

“modernization” before now became “innovation.” Everyone and every-

thing was studied through the lens of innovation, from the individual to 

organizations to nations. Innovation was “any thought, behavior, or thing 

that is new because it is qualitatively different from existing forms,” sug-

gested the anthropologist Homer Barnett in one of the very first theories of 

innovation in the twentieth century.46 To Everett Rogers, innovation was 

“an idea perceived as new by an individual” or another “unit of adoption.”47 

The definitive transition from the negative to the positive connotation 

occurred after World War II. Ironically, those governments that contested 

innovation in the past started promoting innovation and producing reflex-

ive thoughts on innovation as a policy tool. One after another, interna-

tional organizations and governments embraced innovation as a solution 

to economic problems and international competitiveness.48

At that precise moment, the dominant representation of innovation 

shifted to that of the economy: technological innovation— a phrase that 

emerged after World War II— as commercialized invention.49 Technological 

innovation served economic growth. It became a tool to reduce lags or gaps in 

productivity between countries and was conducive to industrial leadership. 

Theorists developed a linear model in which basic scientific research and 

development (R&D) led to innovation, and innovation to prosperity.50 Stat-

isticians developed sophisticated metrics to support the idea— for example, 

officials administered innovation surveys to firms and collected the results 

into “innovation scoreboards” that served as so- called evidence- based 

information to policymakers. Innovation became a basic concept of eco-

nomic policy. In a matter of decades, science policy shifted from technol-

ogy policy to innovation policy, and indicators on science and technology 

were relabeled indicators of innovation. In all these efforts, academic con-

sultants supported the governments by imagining models of innovation 
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by the dozens as a way to frame and guide policies. Model itself became an 

integral concept in the literature on innovation.

Two theoretical perspectives particularly— economics (technology) and 

policy— served a new ideology, and the theorists rapidly got the govern-

ment’s hearing. To paraphrase Kevin Sharpe on revolutions, the study of 

innovation— particularly “innovation studies” (i.e., the management, 

policy, and economics of innovation) established a cultural dominance that 

contributed to political discourse.51 “Innovation studies” became part of 

the political culture that was essential to its ascendency and was instrumen-

tal in its creation and survival.

To be sure, many of the twentieth- century terms of innovation’s semantic 

field— such as “change”— were in place in the previous centuries. But inno-

vation now suggested intentional or planned change. It necessitated strategy 

and investment. Innovation also retained the idea of revolution. There were 

major innovations, so it was said, and they were the most studied innova-

tions because of their revolutionary impacts on society.

In spite of these continuities, a new vocabulary emerged during the 

twentieth century. Innovation now suggested originality in three senses. 

First, innovation connoted difference, departure.52 Second, innovation 

was creativity in the sense of combination. Innovation recombined ideas or 

things in a new way.53 Third, innovation referred to origin, namely, being 

first to originate (initiate) or use a new practice. To economists, innovators 

were the first to commercialize a new invention. This connotation owed its 

existence to the market ideology. For example, the organizational theorist 

David Teece discussed the “strategies the firm must follow to maximize its 

share of industry profits relative to imitators and other competitors.”54

For sociologists, innovation was the first adoption of a new practice within 

a group or a community; it included the economists’ focus on technology, 

plus a far larger range of practices. This meaning was heavily influenced by 

governmental institutions’ objective of modernizing agriculture and diffus-

ing new techniques among farmers.55 It gave rise to a whole vocabulary on 

innovators versus laggards.56

Both the sociologists’ and economists’ vocabulary encapsulated the fun-

damental representation of innovation in the twentieth century. Innovation 

was a source of revolutionary change (terms used were major, structural, sys-

temic, paradigmatic), hence the need to support innovators (change agents, 
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entrepreneurs) and turn everyone, even laggards, into innovators. This was 

an ironic reversal. To Machiavelli, “all human affairs are ever in a state of 

flux and cannot stand still,” and therefore there was a need for (political) 

innovations to stabilize the world.57 In contrast, to twentieth- century mod-

erns, the world was too stable and needed revolutionary innovations.

Originality was only one basic concept of the semantic field of innovation. 

There were also counterconcepts that emerged during the twentieth cen-

tury. For example, innovation was contrasted with imitation. Imitation was 

not considered original or creative. When discussing the strategies of firms, 

technology theorist Chris Freeman limited and contrasted “the traditional 

strategy” [use of invention] as “essentially non- innovative, or insofar as it is 

innovative it is restricted to the adoption of process innovations, generated 

elsewhere but available equally to all firms in the industry.”58 To Freeman 

and his colleagues, innovation “excludes simple imitation or ‘adoption’ by 

imitators.”59 Such a view was contested. To a few others, like Charles Carter 

and Bruce Williams, a firm “may be highly progressive [innovative] without 

showing much trace of originality [research]. It may simply copy what is 

done elsewhere.… It is nonsense to identify progressiveness with inventive-

ness.”60 As Barnett put it, the imitator does something new (if not original) 

“instead of doing what he is accustomed to do.”61

Another counterconcept to innovation was invention. Invention was the 

(often mental, sometimes manual) act of creating technology, literature, or 

art. Innovation was putting invention to work. As Schumpeter, among others, 

put it, “Innovation is possible without anything we should identify as inven-

tion and invention does not necessarily induce innovation.”62 Yet invention 

played the role of a basic concept to innovation at the same time. While sci-

ence and innovation were two separate things to natural philosophers of past 

centuries, they were now part of the same process. Invention (or science or 

research; these terms are not always distinguished in the literature) was the 

first step in the process of innovation. Innovation started with basic research, 

followed by applied research, and then development. This view gave rise to 

what is known as the “linear model of innovation,” a much- criticized view 

but one that remains in the background of policies and theories.63 

However, the most basic concept of the semantic field was “action” or 

action- related concepts (box 9.1). Action went hand in hand with another 

concept, usefulness/utility, which is typically described in terms of progress 
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(modernization, advancement, development), economic growth (productivity, 

competitiveness, profits), organizational efficiency, and social needs.

By the end of the twentieth century, innovation was no longer an indi-

vidual liberty but a collective process. To be sure, the twentieth century 

had its individual heroes— namely, the entrepreneurs. Yet entrepreneurs were 

only one part of the process of innovation: a total process as some called it, 

or a socioeconomic process. Jack Morton, former research director at Bell 

Laboratories, who brought the transistor from invention to market, and an 

author of numerous articles and a book on innovation, suggested:

Innovation is not a single action but a total process of interrelated parts. It is not 

just the discovery of new knowledge, not just the development of a new product, 

manufacturing technique, or service, nor the creation of a new market. Rather, it 

is all these things: a process in which all of these creative acts, from research to 

service, are present, acting together in an integrated way toward a common goal.64

From the mid- twentieth century, innovation has been studied as a “pro-

cess,” a sequential process in time.65 Herein lies a semantic “innovation,” 

an innovation that has had a major impact on the modern representation 

of innovation. Innovation was no longer a thing or a single act but a series 

of events or activities (called stages) with a purpose. The theorists have 

made themselves “innovative ideologists” and brought in a new definition 

of innovation, in reaction to earlier ones.66

Box 9.1

Innovation as Action

introduction. The presenting of something new to the world. This concept 

first appeared among anthropologists and sociologists but is most popular 

among economists and management scholars.

application. Assimilation, transformation, exploitation, translation, imple-

mentation; applying (new) knowledge in a practical context. Innovation is 

the application of ideas, inventions, and science.

adoption. Acceptance, utilization, and diffusion; adopting a new behavior or 

practice. These concepts are mainly used by sociologists.

commercialization. The bringing of a new good to the market. Used concur-

rently with “introduction” or “application,” this concept applies to industrial 

innovation.



154 B. Godin

The nuance between “innovation” as a verb and innovation as a process 

is not as clear- cut as it might appear at first sight. This is not unlike the 

distinction between “innovation” as substantive or verb. In fact, “innova-

tion” is an abstract word that admits of two meanings: action (introduction 

of something new) and result/outcome (the new). For example, sociolo-

gists use “innovation” as a substantive but focus on the verb (diffusion). 

Similarly, economists stress the verb form (commercialization). Be that as it 

may, innovation as a process has contributed to giving the concept of inno-

vation a very large function: innovation encompasses every dimension of 

an invention, from generation (initiation) to diffusion. To the sociologists, 

the process is one from (individual) adoption to (social) diffusion; to the 

economists, from invention to commercialization; to management schools, 

from (product) development to manufacturing. Everywhere, this process is 

framed in terms of a sequence (with stages) called models.

By defining innovation as process, it became a counterconcept to science— 

and more particularly to basic research— as a dominant cultural value of the 

twentieth century. Technological innovation sprang from a tension between 

science (for its own sake) and society, or an aspiration to action. It emerged as 

a category in the twentieth century because in discourse, action, and policy, 

it was useful to include a larger number of people (other than scientists) and 

activities (other than science or basic research). Innovation is a process that 

includes several people and activities, so it was claimed. Science or research 

was only one step or factor in the process of innovation, and often not even 

a necessary step.

Conclusion

Today, the word “innovation” seeps into almost every sentence.67 The spon-

taneous and dominant representation of “innovation” is technological 

innovation. There also is a profound absence of reflexivity in the impera-

tive to innovate; innovation is always good. Innovators are the panacea 

to every socioeconomic problem. One need not inquire into the society’s 

problems; innovation is the a priori solution.

The present myths of innovation result from a lack of historical under-

standing of the concept of innovation. Concepts are context- bound.68 As 

political philosopher Gordon J. Schochet has suggested, “Civil Societies 

require common or shared vocabularies that contain their identities and 
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act as centralizing and nearly sovereign forces.”69 These shared vocabularies 

accrete and change over time.

As the nineteenth century ended, the word “innovation” had accumulated 

four characteristics that made it a powerful (and pejorative) term. From the 

Greeks, the representation of innovation had retained its subversive (revolu-

tionary) character. The Reformation added a heretic dimension (individual 

liberty), and the Renaissance a violent overtone. Together, these characteris-

tics led to a fourth one: innovation as conspiracy (designs, schemes, plots). Yet 

in spite of these connotations, “innovation” seems to have escaped the atten-

tion of intellectual or conceptual historians. Many concepts of change (crisis, 

revolution, progress, modernity) have been studied in literature, but innova-

tion has not. Is “innovation” only a word— a mere word— in the vocabulary 

of adherents to the status quo— churches, kings, and their supporters— and 

devoid of sociological meaning?

In a certain sense, it is. Before the twentieth century, no theory of inno-

vation existed. Innovation was a concept of limited theoretical content, a 

linguistic weapon used against one’s enemy. In another sense, innovation 

is not devoid of sociological meaning. The opponents of innovation in the 

seventeenth and eighteenth centuries provided the first image of innovation 

and innovators, one that lasted for centuries. What constitutes innovation 

and who is an innovator were defined by the enemies of innovation and 

innovators. It is against this pejorative image or representation that innova-

tors had to struggle in the nineteenth century when they started making use 

of the concept in a positive sense.70

The history of the concept of innovation is not different from that of 

many other concepts, such as curiosity, imagination, originality, and, in the 

world of action, revolution.71 In his study on the idea of happiness, Robert 

Mauzi suggests that some ideas belong “at the same time to thought, to expe-

rience and to dreams.”72 Before the twentieth century, the idea of innovation 

belonged to experience, but very rarely to thoughts and dreams. The innova-

tor himself makes no use of the word. For centuries it was not innovation 

itself that shocked humanity but the word describing it.73 The novelty (the 

“innovation”) of the twentieth century was to enrich the idea of innova-

tion with thought, dreams, and imagination. Innovation took on a positive 

meaning that had been missing until then, and became an obsession.74

Innovation is a synthetizing concept, like civilization, that is defined 

by way of associations and analogies to existing concepts.75 Of these, four 
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are fundamental. The first is the concept of change. Intentional change 

(scheme, design, and the like) gave rise to planned change, which has been 

a common definition and synonym of “innovation” over the twentieth cen-

tury. Another concept is heresy, which gave way to thinking about innova-

tion as intention or liberty, and then initiative or initiation. A third concept is 

revolution, which led to the idea of revolutionary or major innovation and 

the metaphor of “creative destruction.”76 A fourth is combination. Before 

innovation was equated to creativity in the twentieth century, there was 

combination, a concept from philosophy and the doctrine on the association 

of ideas in the eighteenth century.77 Combination brings ideas, things, and 

exciting inventions into a new whole, which is precisely how innovation is 

defined in many theories today, although usually more as a slogan than a 

substantial concept.78

The changing fortune of innovation over the centuries sheds light on 

the values of a time. In the seventeenth and eighteenth centuries, the uses 

of the concept were essentially polemical. It served as a linguistic weapon, 

attaching a pejorative label to the innovators. In contrast, from the nine-

teenth century onward, innovation started to refer to central values of 

modern times: progress and utility. As a consequence, many people started 

appropriating the concept for their own ends. Innovation became quite a 

valuable buzzword, a magic word. Yet there is danger here that innovation 

as a “rallying- cry” may become “semantically null.”79 Like the term “revo-

lution” before it, “innovation” “may soon cease to be current, emptied of 

all meaning by constant overuse.”80
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Quirky is a self- proclaimed “social product development” firm based in 

New York City that turns napkin sketches into finished products. Founded 

in 2009, Quirky uses the internet to democratize innovation by partnering 

America’s armchair inventors with the wisdom of crowds and the firm’s 

own design expertise. “We started the company to make invention acces-

sible,” said Quirky’s brash young founder, Ben Kaufman, in 2013. “People 

come to our site, submit their ideas, and the best new ideas make their way 

all the way to retail shelves and we do all the heavy lifting in between.”1

Quirky’s best exemplar in this respect is Jake Zien, inventor of Pivot 

Power, a flexible electrical power strip with outlets that rotate to accommo-

date large adapters (figure 10.1). In April 2010, Zien, then a college junior, 

assembled basic sketches and a description of his flexible power strip, joined 

the Quirky.com community, paid a $99 fee, and submitted his idea online. 

Within a week, Zien’s concept received a favorable evaluation, and Quirky 

assigned him an “invention ambassador” to shepherd him through the pro-

cess of developing the power strip into a marketable product.

Over the next several months, Quirky’s online community suggested 

several design and marketing tweaks, including the name Pivot Power. In 

all, 1,006 “influencers” contributed ideas to improve Zien’s concept. Mean-

while, Quirky’s staff invested over $1 million in product development— 

securing the patents, improving the design, arranging for manufacture, and 

negotiating sales through the retailer Bed Bath & Beyond. Launched in May 

2011, Pivot Power quickly became one of Quirky’s best- selling products, 

with 621,589 units sold as of February 2016. In exchange for taking on 

the risks of development, Quirky kept the lion’s share of sales revenues 

but distributed 10 percent in royalties to its community: 4 percent to 

10 Failed Inventor Initiatives, from the Franklin  

Institute to Quirky

Eric S. Hintz
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Zien, the inventor, with the remaining 6 percent split among the subset of 

influencers whose suggested tweaks were actually incorporated into Pivot 

 Power’s design.2 Zien has made some serious money on the project, bank-

ing $827,840 in royalties as of April 2015. He was quick to give credit where 

it was due: “I’ve been very clear that all I had to do was have an idea, and 

all the hard work was done by Quirky. I could never have done this myself.” 

In short, Quirky helped make Zien into a successful innovator.3

Stories like Zien’s made Quirky the buzzworthy darling of the technical 

press, and the company’s numbers seemed to back it up. By 2015, Quirky 

had attracted approximately $185 million in funding from top- flight Sili-

con Valley venture capitalists (e.g., Kleiner Perkins, Andreessen Horowitz), 

partnered with blue- chip product firms (e.g., General Electric, Mattel) and 

negotiated sales channels with both big- box stores and e- retailers (e.g., Tar-

get, Best Buy, Amazon.com). Quirky had built a virtual community of 1.1 

million inventors and influencers, steered by a staff of some 300 employees 

from its chic Chelsea offices. In six years, the firm had evaluated 288,733 

ideas and launched about 150 products. Like most start- ups, Quirky did not 

Figure 10.1

Quirky founder Ben Kaufman, left, works with Jake Zien on his new invention, the 

Pivot Power flexible power strip, 2011. Photo: Christian Clothier.
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turn a profit in its first six years, but it earned approximately $100 million 

in revenues in 2014 alone, while paying out about $10.1 million in royal-

ties since its founding.4

Quirky and its advocates promoted the firm as an entirely new and 

disruptive approach to innovation, the antithesis of traditional corporate 

R&D, focus groups, and market research. Chief marketing officer Marina 

Hahn told Advertising Age that Quirky was “reinventing invention.” Scott 

Weiss, the Andreessen Horowitz partner who led the firm’s $68 million 

investment, admitted that Quirky’s approach to innovation was such an 

“orthogonal idea” that he wasn’t sure how to characterize it. “It has a little 

of the ‘I’m not sure how it works but it does’ thing going on.”5

Quirky’s claims of novelty suffer from historical amnesia. Quirky did 

manage to cleverly build a web- enabled community of independent inven-

tors; in the process, it undoubtedly democratized and streamlined several 

functions in the process of innovation. However, as this chapter will 

show, analogs to Quirky’s ostensibly novel business practices predated the 

firm by 185 years. This historical continuity underscores how otherwise 

 independent inventors have always relied on institutions and professional 

communities to make themselves into commercially successful innovators.

Like many who have failed to remember the past, Quirky was con-

demned to repeat it. In September 2015, Quirky declared bankruptcy, join-

ing a long list of short- lived independent inventors’ associations that never 

seem to survive. Quirky’s rapid demise follows a well- established historical 

pattern in which dozens of fragile inventors’ organizations have emerged 

and quickly failed, or changed in ways that were detrimental to inventors. 

Overall, the rise and fall of Quirky (and its predecessors) suggests that Amer-

ican independent inventors have persistently struggled to build and sustain 

supportive professional communities, a challenge that spans the centuries.

Quirky’s Historical Antecedents

In 1907, a mathematician named G. W. Wishard suggested in a letter to Sci-

entific American that “some multi- millionaire should found a great institu-

tion to aid the worthy inventor.” Wishard believed his proposed institution 

would make inventing a “pleasant and profitable profession for those hav-

ing inventive genius, for they could devote themselves to pure invention, 

and leave the manufacturing and business part to those who are better fitted 
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to such purposes.” The institution would be well- staffed, with competent 

“workmen, attorneys, and agents,” and crucially, a “board of examiners.” An 

inventor could appear before this board in person or in writing and present 

his idea. If the concept looked promising, the inventor and the institution 

would enter into a contract under which the institution would furnish the 

“tools, machinery, materials, and mechanics to develop the invention.” 

The proposed institution would also “aid the inventor who lacks funds and 

perhaps business ability by advertising and selling or licensing the rights to 

persons who will manufacture and sell the goods.” In exchange for these 

“great aids to the inventor,” the institution would “reserve a certain share 

of the revenues,” and this would “generally pay it well for its services.”6

Sound familiar? To give Quirky its due, its impressive combination of 

web- based crowdsourcing and brick- and- mortar development achieved 

Wishard’s vision much more comprehensively and successfully than any 

of its predecessors. It was, however, hardly the first to attempt to do so. 

Starting in the early nineteenth century, a number of inventors’ associa-

tions provided (or claimed to provide) many of the same services, including 

professional training, evaluation, patenting, development, manufactur-

ing, and publicity (see box 10.1).7 Examining these historical associations 

reveals how organizational mechanisms for achieving those functions 

reflected their times.

Independent inventors have never lacked for ideas. Rather, they have 

traditionally stumbled at the point of assembling the necessary investment 

capital and a community of expertise to develop and commercialize those 

ideas. In short, inventors past and present have always wondered: Where 

should I go to figure out what to do with my invention? In 2010, an inven-

tor like Jake Zien could turn to Quirky. In 1910, he might have gone to the 

Franklin Institute.

The Franklin Institute as an Incubator for Innovators

Philadelphia’s Franklin Institute, founded in 1824, remains one of the 

nation’s oldest and most venerable technical institutions. Today, it is largely 

recognized as a top- flight science museum and honorary society for scien-

tists and engineers. However, during the nineteenth century, the Frank-

lin Institute was among the most important venues in the United States 

for aiding independent inventors in bringing their ideas to market.8 The 
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institute provided nineteenth- century analogs of many of the essential ser-

vices that Quirky now provides for twenty- first- century inventors.

The Franklin Institute was founded at a time when the United States had 

enjoyed a half- century of political independence but remained economi-

cally dependent on Great Britain for imported technologies and manu-

factured goods. Hoping to stimulate homegrown American industries, 

the charter members incorporated the institute for “the Promotion and 

Encouragement of Manufactures and the Mechanic and Useful Arts.” The 

institute proposed to provide public lectures on science and the arts; estab-

lish a library and reading room; examine and evaluate new inventions; col-

lect machines, minerals, and other material objects; host exhibitions and 

award medals; and publish a journal.9 The annual dues were modest— eight 

dollars in 1895— and attracted a wide spectrum of inventors, mechanics, 

industrialists, and scholars, who availed themselves of the institute’s many 

Box 10.1

Nineteenth-  and Early Twentieth- Century Inventors’ Organizations

New England Association of Inventors and Patrons of Useful Arts (ca. 1808)

The Franklin Institute of the State of Pennsylvania for the Promotion of the 

Mechanic Arts (est. 1824)

The American Institute of the City of New York (1828– ca. 1940)

National Association of Inventors (ca. 1840s)

Inventors’ National Institute of Baltimore (ca. 1849)

Inventors’, Authors’, and Artisans’ Grand National Union (ca. 1872)

National Congress of Inventors, with affiliated state organizations (ca. 1874)

National Association of American Inventors (ca. 1878)

Inventors’ Institute (ca. 1879)

Inventors’ League of the USA (ca. 1889)

American Association of Inventors and Manufacturers (ca. 1891– 1902)

International Bureau of Science & Invention (ca. 1900)

Inventors’ Guild (ca. 1910– 1920)

National Institute of Inventors (ca. 1914– 1925)

American Inventors Association (ca. 1928)

National Inventors Congress (ca. 1924– 1941)

Inventors’ Foundation, Inc. (ca. 1934)

United Inventors and Scientists of America (ca. 1939– 1974)
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services.10 By the institute’s centennial in 1924, it boasted 1,378 members, 

including 563 “nonresident” members from outside the Philadelphia area.11

In an era before the widespread establishment of formal universities in 

the United States, the Franklin Institute provided its members with remark-

able opportunities for technical education. Long before the appearance 

of Quirky’s web- based instructional videos (e.g., “Product Design with 

Quirky— How to Layout Your Sketch”), the institute opened a school of 

mechanical drawing in 1824, which operated for the next ninety- nine years. 

Similar to Quirky’s weekly Thursday night public evaluations, the Franklin 

Institute hosted weekly Friday night lectures and new invention demon-

strations delivered by members and other invited scientists and inventors 

(figure 10.2). And just as Quirky has live- streamed and posted its evaluation 

Figure 10.2

Inventor and Franklin Institute member Elihu Thomson (1853– 1937) and an assis-

tant prepare for an electrical demonstration in the institute’s lecture hall, circa 1913. 

Inventors attended these lectures to stay abreast of the latest technical developments. 

They also performed demonstrations to attract publicity and financing for their own 

new inventions. Photo: William N. Jennings. From the Collections of the Franklin 

Institute, Philadelphia.
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videos on its YouTube channel, the Franklin Institute reprinted its lectures 

and disseminated them widely via the Journal of the Franklin Institute.12

Philadelphia’s local technical community made extensive use of the 

institute’s library, arguably the best technical library in the United States in 

the nineteenth century. By 1888, the library famously held a nearly com-

plete collection of US and foreign patent reprints and specifications. Unlike 

Quirky’s legal team, the institute did not help inventors secure patents. 

Nevertheless, as institute secretary William Wahl reported in 1895, “To 

inventors and manufacturers seeking for information respecting the state of 

the arts and manufactures, the extensive collection of patent literature … is 

simply indispensable.”13

Like Quirky, the Franklin Institute also aided independent inventors by 

objectively evaluating new inventions. It initially established a five- member 

Board of Examiners, later known as the Committee on Inventions (1825– 

1834), then eventually convened a larger, sixty- member Committee on Sci-

ence and the Arts (or CSA), which continues to this day. The institute’s 

other programs and services— the library, drafting classes, public lectures, 

collection of models, and exhibitions— had precedents in Europe’s mechan-

ics’ institutes. However, according to historian A. Michal McMahon, the 

institute’s invention evaluation program was novel and represented the 

“first substantial attempt by an American organization to direct techno-

logical innovation.”14

Between 1824 and 1900, the CSA formed 2,200 subcommittees to inves-

tigate inventions. Approximately one- quarter of these subcommittees were 

discharged without filing reports, but in some 1,600 cases, inventors received 

detailed evaluations of their ideas.15 Often, the CSA’s candid reports disap-

pointed inventors. For example, on 16 June 1876, William J. Price of Phil-

adelphia submitted a railroad invention for the CSA’s consideration— “an 

improvement in automatic car couplings”— with an enclosed description 

and model. A year later, the CSA subcommittee reported that “the car cou-

pling invented by Wm Price … is inferior to many Automatic Car Couplings 

already in existence,” and concluded that “the invention in our opinion 

cannot be recommended.”16 However, promising ideas received laudatory 

reports from the CSA, which were subsequently published in the Journal 

of the Franklin Institute. The most meritorious ideas were also awarded cash 

prizes and medals, serving as an additional endorsement of the invention 

and further encouragement to the inventor.
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In fact, the CSA received applications from several inventors who would 

go on to achieve high acclaim, including George Westinghouse, Thomas 

Edison, Elihu Thomson, Nikola Tesla, Elisha Gray, and Rudolf Diesel.17 

According to historian Sydney Wright, many of the CSA’s positive evalua-

tions were made “prior to the greatest work of these recipients,” so the insti-

tute’s affirmation provided early encouragement of their inventive work.18 

For example, in 1877, the CSA considered (and eventually endorsed) an 

electric pen submitted by Thomas Edison.19 Edison had already achieved a 

degree of acclaim for his early inventions, including his stock ticker, multi-

plex telegraph, and an improved carbon telephone transmitter, but by 1877 

he had not yet patented his blockbuster phonograph (1878) and incandes-

cent electric lamp (1880).20 So at an early stage in his career, even America’s 

most decorated and famous inventor found value in submitting his ideas to 

the CSA for evaluation.

Unlike Quirky, the nonprofit Franklin Institute was not directly engaged 

in commercializing the new ideas that passed through the CSA. Inventors 

could nevertheless leverage the CSA’s trusted seal of approval and atten-

dant publicity to attract investment capital for their own entrepreneurial 

ventures. As Scientific American noted, if an invention earned one of the 

CSA’s prizes, the “publication of the award [was] made in the journal of 

the institute, with the result that within a few months the invention [was] 

brought to the attention of every large corporation in the world maintain-

ing a research laboratory, every organization of scientists, and all the best 

technical schools and colleges.” With this kind of publicity, continued the 

article, “the greater proportion of the discoveries recognized by [the] Com-

mittee on Science and the Arts … have come into wide commercial usage 

within a relatively short time.”21

The Franklin Institute also aided inventors by organizing technology 

fairs and exhibitions to showcase their inventions. Just months after its 

founding, the institute hosted an exhibition of American manufactures in 

October 1824, the first of its kind undertaken in the United States. The insti-

tute continued to hold fairs either annually or biennially until 1858, and 

then less frequently through 1899. According to institute historian Thomas 

Coulson, these exhibitions provided a “medium” connecting “the inven-

tor, the manufacturer, and the consumer,” showcasing America’s home-

grown talent at a time when the institute hoped to stimulate the growth of 

domestic industries.22
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At the fairs, the institute’s judges evaluated the various technologies 

and awarded medals and cash prizes to outstanding inventions. Like the 

CSA’s awards, the exhibition prizes and premiums were valuable reputa-

tional assets for inventors, who often reproduced renderings of the Frank-

lin Institute medals on their letterhead, product packaging, and printed 

advertisements.23 The exhibitions also provided tremendous mass mar-

keting opportunities in an era before national magazines and broadcast 

media. For example, the 1874 exhibition, marking the institute’s fiftieth 

anniversary, attracted 1,251 exhibitors and 267,638 paying visitors, set-

ting the stage for Philadelphia’s enormously successful 1876 Centennial 

Exhibition. A decade later, the institute’s International Electrical Exhibi-

tion attracted nearly 300,000 paid visitors to exhibits by some of America’s 

greatest inventors, including Thomas Edison, Alexander Graham Bell, and 

Frank J. Sprague.24

The Franklin Institute Pivots

The Franklin Institute was one of the nation’s most esteemed technical 

societies for its first one hundred years, largely because of the services it 

offered aspiring inventors. While the institute retains its sterling reputa-

tion in the twenty- first century, it operates very differently now. During 

the first decades of the twentieth century, the institute abandoned many 

of its technical services, repositioning itself as a museum and purveyor of 

informal science education for children. These changes saved the Franklin 

Institute but also deprived inventors of a key professional community and 

many essential services.

The first change occurred over several decades, as the CSA slowly relin-

quished its role as an evaluator of emerging technologies. In 1886 and again 

in 1887, new institute president Charles Banes proposed that the CSA limit 

itself to evaluating only patented inventions; he feared that the CSA might 

become embroiled in priority disputes or other damaging litigation. Banes’s 

proposal was initially defeated; however, sometime between 1909 and 1920, 

the CSA eventually limited itself to examining only patented inventions. 

While this policy protected the institute from legal entanglements, it also 

weakened the CSA’s influence on the trajectory of emerging technologies. 

Instead, the CSA adopted a diminished role as a cheerleader and promoter 

of more established (i.e., patented) technologies.25
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The proliferation of new endowed prizes and medals also provoked a 

major shift in the character of the CSA’s evaluations. The four medals and 

certificates that the CSA offered in 1893 gradually ballooned to thirteen 

by 1958.26 However, the CSA could no longer rely solely on the volume 

or quality of outside submissions to annually bestow all of these awards.27 

Over time, the CSA’s award criteria shifted away from the merits of an indi-

vidual technology and toward the recipient’s overall record. Eventually, the 

CSA’s awards became something akin to lifetime achievement awards for 

semiretired inventors. The subcommittees’ “investigations” became less 

concerned with judging the merits of newly submitted inventions and 

more concerned with nominating appropriate award recipients.28

At the turn of the twentieth century, the Franklin Institute also aban-

doned its long tradition of hosting inventors’ fairs and exhibitions. The 

equipment and infrastructure required to host the exhibitions had become 

financially burdensome for the institute, which had a history of precarious 

finances.29 For example, in consecutive years, the 1884 Electrical Exhibi-

tion and the 1885 Novelties Exhibition each ran huge operating deficits (of 

$6,910 and $9,125, respectively) and nearly bankrupted the institute.30 By 

1895, institute secretary William Wahl had concluded that a local organiza-

tion such as the Franklin Institute could no longer properly (or profitably) 

present the breadth and depth of America’s inventive talent without some 

financial support from the government. Instead, Wahl believed that “the 

great international displays”— government- sponsored exhibitions in Paris 

(1889, 1900), Chicago (1893), and St. Louis (1904)— were becoming the 

premier destinations for independent inventors and manufacturers.31 After 

mounting some thirty exhibitions since its founding, the institute hosted 

its final event in 1899, depriving independent inventors of an important 

showcase.

Instead, the Franklin Institute steadily rebuilt its finances by raising 

money to construct a new museum, while at the same time recasting itself 

as a purveyor of popular science education (figure 10.3). On 1 January 

1934, the institute moved from its downtown Philadelphia headquarters 

to a magnificent new museum and planetarium on the Benjamin Frank-

lin Parkway, immediately hailed as “A Wonderland of Science.” According 

to institute historian Sydney Wright, “instead of occasional exhibits,” the 

institute and its museum could now show a “continuous but constantly 

changing display of the products of industry and invention and of the basic 
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underlying sciences.”32 While the institute had long served an adult popu-

lation, the new institute was increasingly becoming “a source of science 

education for Philadelphia’s school children.”33

While financially wise, the changes in the institute’s objectives deprived 

inventors of a medium to connect with investors, customers, and fellow 

inventors. Granted, the museum did display the work of famous inventors, 

such as Linus Yale’s pin tumbler lock and Matthias Baldwin’s full- sized loco-

motive.34 However, where the institute’s inventors’ fairs had been showcases 

for cutting- edge, emerging technologies, the museum’s permanent exhibits 

tended to display technologies so well established that they belonged in 

a museum. When the institute ended its long tradition of hosting exhibi-

tions, independent inventors lost an important locus for their professional 

activities.

Figure 10.3

Students visit the Giant Walkthrough Heart exhibit at the Franklin Institute while 

a nurse explains heart circulation, 1954. Photo: J. J. Barton. From the Collections of 

the Franklin Institute, Philadelphia.
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With the slow erosion of inventor- oriented services at the Franklin 

Institute, commentators such as G. W. Wishard called for new organiza-

tions “to aid the worthy inventor,” and indeed, several new associations 

emerged around the turn of the twentieth century (see box 10.1). Some 

groups, such as the American Association of Inventors and Manufacturers 

(1891– 1902) and the Inventors’ Guild (1910– 1920), were political orga-

nizations that lobbied Congress for changes to the patent laws. Other 

groups, such as the National Inventors Congress (1924– 1941), hosted 

exhibitions where inventors could meet potential financiers, manufac-

turers, and customers. Finally, some groups were outright scams. The 

National Institute of Inventors (1914– 1925) ostensibly offered its mem-

bers impartial evaluations of their new ideas, legal aid for pursuing pat-

ents, and financial assistance for marketing their new inventions. But 

the group’s officers simply pocketed the membership dues, embezzling 

thousands of dollars from America’s unsuspecting inventors.35

Collectively, these new organizations were extremely short- lived, as each 

group collapsed within ten to fifteen years of its founding. This situation 

left inventors frustrated and without the community support and practi-

cal services they needed. Moreover, fear and skepticism among inventors 

probably explains why so few inventors’ organizations emerged over the 

next several decades, and why Quirky seemed so new— and its success so 

extraordinary— when it burst on the scene in 2009.

Quirky Rises

In 2005, Ben Kaufman was an eighteen- year- old inventor discovering just 

how difficult it can be to transform an idea into a commercial product. 

He was an indifferent high school student— “I wanted some way to listen 

to music that the math teacher wouldn’t notice”— so he invented an iPod 

accessory: retractable headphones concealed in a lanyard. Kaufman per-

suaded his parents to remortgage their house, taking the $185,000 in seed 

money to China to find a manufacturer. The “Song Sling” showed well at 

the 2006 Macworld trade show, and Kaufman’s college career took a back 

seat to building “mophie,” his new start- up. However, at Macworld 2007, 

Kaufman tried something different. Instead of unveiling a new product, he 

used his booth to host a crowdsourced hackathon, challenging visitors to col-

lectively design and build a new accessory in seventy- two hours. Kaufman 
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distributed pens and paper, hung designs on a clothesline, posted scans of 

them to the internet, and invited in- person and online visitors to vote on 

their favorites. The result was the Bevy, an all- in- one case, keychain, and 

bottle opener for the iPod shuffle.36

When mophie’s investors forced Kaufman out in August 2007, he took 

his profits and spent the next year- and- a- half holed up in his Manhattan 

apartment with a few friends, writing the code for his second start- up, 

called kluster. Launched in 2008, kluster was a web- based version of his 

Macworld experiment: a crowdsourcing and collaborative design platform 

for posting product ideas, voting on concepts, integrating web- based feed-

back, and dividing up credit among the community. But Kaufman was a 

bit too early to market. Facebook (2004) and Twitter (2006) were still some-

what new, and end users were still learning how to share, comment on, 

and “like” ideas on social media. Then, following the 2008 recession, newly 

unemployed creative people started thinking about how to turn their ideas 

into new businesses. Three new start- ups launched in 2009, each of which 

helped democratize the process of invention and new product design: Kick-

starter (crowd- funding), MakerBot (3- D printing, rapid prototyping), and 

Quirky, powered by Kaufman’s kluster platform.37

In 2013, Kaufman told Fast Company that “MakerBot, Kickstarter, and 

Quirky rose to serve totally different people,” each navigating a different 

branch of the independent inventor’s decision tree. According to Kaufman, 

“MakerBot helps you go from zero to one. Then you’re basically left with 

a choice: ‘Do I want to start a business?’ If so, raise money; you have Kick-

starter. Or if your choice is ‘No, I like what I do for a living, I don’t want to 

have to figure out all this crap,’ then go to Quirky.”38 Quirky filled a niche 

by serving independent inventors like Jake Zien who would rather ally with 

a development partner, license their intellectual property, and collect royal-

ties instead of slugging it out as an entrepreneur.

Quirky Fails

Quirky eventually ran into trouble just six years into its operations, follow-

ing the pattern of its short- lived, historical predecessors. What happened? 

By February 2014, Quirky’s management team— much like the Franklin 

Institute’s leaders— recognized that the company’s core business model had 

become financially precarious and unsustainable. The firm had spent all but 
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$50 million of its $185 million in venture capital, while burning through 

$5.8 million a month in expenses. In September 2014, Quirky hired Ed 

Kremer as its new chief financial officer, and he immediately instituted a 

series of cost- cutting measures, including three rounds of layoffs between 

November 2014 and February 2015. Kaufman also hosted a live- streamed 

town hall meeting for employees and community members to announce 

several new strategies. Quirky would stop making so many new products 

and instead focus on three categories: connected home, electronics, and 

appliances. It would shut down its e- commerce site and sell its products only 

through big- box stores and e- retailers. In a new initiative, called Powered by 

Quirky, the firm would focus exclusively on partnerships with major brands 

such as General Electric and Mattel, using their capital (instead of Quirky’s) 

to help those firms launch new products. Kaufman also reduced inventors’ 

and influencers’ royalties from 10 percent to between 1.5 and 5 percent, 

depending on the retailer. Kaufman believed that making fewer products 

for its corporate partners but selling more of them at volume would be a 

more sustainable strategy for Quirky and ultimately provide more royalties 

for its community. Like the Franklin Institute, Quirky would have to evolve 

in order to survive.39

Quirky also looked to raise cash by finding new venture investors and 

selling off assets— namely, Wink, its smart- home products subsidiary devel-

oped in partnership with General Electric. Wink’s slate of smartphone- 

controllable light switches, thermostats, and air conditioners had generated 

$25 million in revenues in its first year. Quirky was hoping to sell the firm 

for $30 million when disaster struck. In April 2015, several thousand Wink 

home hubs were unable to connect to the internet when a security cer-

tificate expired, in what Quirky admitted was a “completely preventable” 

error. Quirky was forced to conduct an expensive recall, sending prepaid 

mailers to thousands of customers to fix the hubs while simultaneously 

removing Wink products from Home Depot’s store shelves. More impor-

tantly, the recall scared off all potential corporate suitors for Wink as well as 

any new venture capital that might have kept Quirky afloat.40

By July 2015, Quirky was down to its last $12 million, with Comerica 

Bank’s $19.9 million line of credit due in October and another $36.8 mil-

lion in convertible bonds set to mature in December. Quirky suspended 

its weekly evaluations, laid off 159 more employees, and searched in vain 

for a white knight to purchase the company. Kaufman resigned on 31 July, 
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and Quirky filed for Chapter 11 bankruptcy protection on 22 September 

2015. The firm announced that electronics manufacturer Flextronics would 

buy Wink for $15 million and that Quirky intended to sell off its crowd-

sourcing platform, 3- D printers, tools, and other assets at auction.41 The 

announcement generated plenty of animosity. General Electric, for exam-

ple, complained that the Wink recall and Quirky’s poor customer service 

had damaged its reputation; the firm asked the bankruptcy judge to block 

the auction of 62,000 Quirky- GE cobranded products in inventory.42

Why did Quirky fail? With his usual frankness, Kaufman admitted that 

Quirky’s complex operations— managing a community of 1.1 million inven-

tors, transforming raw ideas into real products, and orchestrating manufac-

turing and distribution— proved too costly and broke down at scale. Quirky 

could take calculated risks on a product when it was manufacturing, selling, 

and shipping only a few hundred units through its e- commerce site. Big- 

box retailers, however, required Quirky to ship hundreds of thousands of 

units up front to stock their shelves nationwide; when those products failed 

to sell, Quirky absorbed huge losses. Quirky also suffered from a sprawl-

ing product line, which resulted in brand confusion: it made everything 

from rubber bands with hooks ($4.99) to web- enabled smart air condition-

ers ($350). Its emphasis on developing three new products per week meant 

that Quirky never stopped to refine and improve upon its existing products, 

many of which garnered poor reviews on Amazon.com and other retail 

sites. Finally, many of Quirky’s products were nonessential at best. Did the 

world really need an eighty- dollar, web- enabled, smart egg tray?43

Quirky’s demise dealt a blow to independent inventors worldwide. 

Quirky had provided a supportive community of like- minded colleagues 

and a set of essential services for helping move ideas from invention 

through commercialization. Quirky had also supplied a source of royalty 

income, now vanished, for independent inventors. Many (former) com-

munity members were predictably worried and upset about their ability 

to recover their intellectual property and owed royalties; an online com-

ment from Mario Riviecchio was typical: “I want my money, I worked long 

and hard 24/7 [to] influence ideas etc and I’m owed $1400 WHERES MY 

MONEY AND AM I EVER GOING TO SEE IT.”44

Other observers hoped that Quirky might somehow be resurrected. For 

example, in an online forum, a commenter named “Thy” presciently sug-

gested, “Quirky is still a viable business model worth buying. Professional 
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companies will likely understand their failure was not a lack of vision but 

a lack of planning and improper business management by the staff. This 

does not mean the ship is a bad one, it simply had a novice crew aboard.”45 

Indeed, in December 2015, through a court- approved bankruptcy auction, 

a Dutch private investment group named Q Holdings LLC paid $4.7 million 

to acquire Quirky’s platform, inventory, and intellectual property. Some 

observers wondered about Q Holdings’ intentions. Had it merely purchased 

Quirky’s IP on the cheap to resell it at a profit? Would it develop the prod-

ucts stuck in Quirky purgatory? Did the firm even intend to engage with 

Quirky’s inventor community?

In a blog post on 8 February 2016, David Hazan, managing partner of Q 

Holdings, announced his firm’s intention “to partner with the community 

and continue the Quirky brand mission of making invention accessible.” The 

new Quirky, wrote Hazan, would continue to “help talented inventors turn 

their ideas into commercial success.”46 Quirky’s new executives intention-

ally laid low during the next year and reestablished trust across the commu-

nity by honoring owed royalty payments. In March 2017, Quirky officially 

relaunched with a new president, Gina Waldhorn, and a new business model. 

The firm would cease manufacturing entirely in favor of an “open innova-

tion” model in which established firms could license Quirky’s pipeline of 

crowdsourced product ideas for manufacture and sale under the Quirky name 

or their own corporate brands.47

The business press reserved judgment, but inventors were ecstatic. “Mak-

ers rejoice!” wrote Quirky influencer Taron Foxworth. “The return of Quirky 

is great news for makers and creators.” Community member “Eagledanc-

ing” simply thanked Quirky for “continuing this dream for us inventors!”48 

Only time will tell if Quirky 2.0 will survive or disappear again like so many 

of its forerunners.

Conclusion

What can we learn from the stories of Quirky and its predecessors? Can 

we make some general observations about the nature of communities that 

cater to independent inventors?

First, by applying the lens of history, we can see that there were nine-

teenth-  and twentieth- century antecedents for most of Quirky’s ostensibly 

novel business practices. When Quirky came onto the scene in 2009, its 
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supporters and a fawning business press characterized the firm as sui generis, 

as “reinventing invention.” However, this myopic, presentist view over-

looks the history of several organizations that once catered to the needs 

of independent inventors. Furthermore, a close examination of the Frank-

lin Institute, founded in 1824, demonstrates that this venerable profes-

sional society provided nineteenth- century analogs of many of the same 

services later offered by Quirky (table 10.1). Admittedly, the comparison 

is not perfect: Quirky is a for- profit consumer products business; the non-

profit Franklin Institute supported inventors but stopped short of actually 

commercializing their inventions. Nevertheless, the Franklin Institute, like 

Quirky, offered critical services and a supportive community for would- be 

innovators.

Moreover, examining Quirky in the context of its predecessors under-

scores the fragile and ephemeral nature of groups founded to support inde-

pendent inventors. When Quirky declared bankruptcy in 2015 after just six 

years of operations, its stakeholders— including its investors, business part-

ners, former employees, and unpaid community members— were deeply 

disappointed, but they should not have been too surprised. Historically, 

inventors’ professional groups founded around the turn of the twentieth 

century were extremely short- lived.

Among the early inventors’ organizations in the United States, only the 

Franklin Institute remains in operation to this day, and only after evolving 

in significant ways that were detrimental to independent inventors. If you 

were to visit the Franklin Institute today, you would not see a technical 

library, a technology fair, or a drafting class for novice inventors, but only 

school children visiting a popular science museum and planetarium. While 

the institute changed in order to survive, inventors were left without the 

benefit of many essential services. Quirky may yet be reborn in the wake of 

its bankruptcy, but like the Franklin Institute, it has been forced to evolve 

and fundamentally restructure its operations.

Finally, the story of Quirky and its predecessors underscores the criti-

cal importance of institutions in the success and failure of independent 

inventors. Successful inventors— both historically and today— do not 

work alone. They need access to training opportunities and a community 

of like- minded colleagues to help evaluate, sharpen, and showcase their 

ideas. Then, in order to move along the spectrum from invention (creating 

technology) toward innovation (commercializing technology), an inventor 
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Table 10.1

Services for Independent Inventors at Quirky and the Franklin Institute

Quirky Franklin Institute

Lifespan
(years active)

6 years
(2009– 2015, 2017– ?)

194 years and counting
(1824– present)

Membership 1.1 million (in 2016) 1,378 (in 1924)

Prominent member Jake Zien Elihu Thomson

Membership fee Free to join $8 annually (in 1895)

Training and profes-
sional development

YouTube videos Technical library, draft-
ing classes, public lectures/
demos

Crowdsourcing ideas Online In- person, by mail

Idea
submission fee

$99, then $10,
then free

Free (in 1824)
$5 (after 1891)

Evaluation Online community, 
Quirky staff,
Thursday “Evals”

Committee on Science and 
the Arts;
Exhibition Prize committees

Intellectual property Staff of attorneys;
inventors assign
IP to Quirky

Patent law library;
IP is inventor’s responsibility

Development In- house by Quirky staff 
together with the inventor 
and “influencers”

Responsibility of the 
inventor

Access to capital, 
investors

Quirky provides capital 
from VC, sales revenues, 
partners

Via exposure to other FI 
members, through FI exhibi-
tions and the Journal of the 
Franklin Institute

Publicity for the 
inventor and 
inventions

Quirky.com;
inventor’s face on product 
packaging;
press coverage

Public lectures and demos;
exhibitions and fairs;
Journal

Payments, royalties, 
prizes

Royalties: 4% of revenues 
for inventors; 6% divided 
among influencers

Via exhibitions and the CSA:
cash prizes and medals
for meritorious inventions

End game Chapter 11 bankruptcy;
relaunch

Evolved from professional 
society for adult inventors 
into museum for children
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needs to work with financiers, patent attorneys, designers, manufacturers, 

marketers, salesmen, and other business partners. Professional communi-

ties such as Quirky and the Franklin Institute serve as crucial intermediaries 

that connect independent inventors with the people and services required 

for innovation.49

In order to fully understand how innovators are made, we must under-

stand how various professional organizations have crafted cultures for 

innovators: by providing mechanisms for training inventors, transmitting 

inventive culture, evaluating ideas, and bringing together the people and 

resources necessary to commercialize new inventions. Conversely, we must 

understand the negative impacts when these inventors’ communities break 

down or evolve.50 Collectively, the struggles of Quirky and its antecedents 

suggest the persistent difficulty of assembling supportive communities for 

independent inventors, a challenge that spans the centuries. In the end, we 

cannot train and encourage innovators unless we can build— and sustain— 

the institutions that support them.
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Innovation has become a policy obsession— as have the individuals and 

institutions responsible for it.2 Hardly a week passes without a government 

announcing an innovation strategy for a city, region, or country, or an 

organization or company branding itself as an innovation leader. From cli-

mate change, urban mobility, and energy efficiency to public health, aging 

populations, poverty, or hunger— innovation is heralded as the solution for 

virtually every identified challenge.3 In fact, it has become virtually impos-

sible to talk about economic development or social progress without invoking 

the need for innovation and innovators in one way or another.4

Universities play a central role in this ubiquitous innovation discourse. 

For one, universities are considered principal sources of the scientific knowl-

edge and technological invention needed to spur innovation. For another, 

universities are the breeding grounds for innovators and imbue the latter 

with the necessary knowledge, skills, connections, and mindset to fulfill 

their destinies as agents of social change and economic competitiveness.5 

Whether in the form of celebrity dropouts such as Bill Gates, Mark Zuck-

erberg, or Steve Jobs, or as successful academic serial entrepreneurs such as 

Robert Langer, Leroy Hood, or Michael Bristow, academic institutions have 

become renowned for creating innovators, which in turn has become an 

explicit mission of many research universities today. Finally, universities are 

frequently at the heart of “innovation ecosystems,” where they engage with 

other innovation actors on research and development and provide critical 

expertise in technological domains. Increasingly, universities have them-

selves become hotbeds of innovation, whether through dedicated technol-

ogy transfer units or linkages to industry and government.

Unsurprisingly, therefore, innovative universities have become objects of 

political desire in their own right, and many innovation strategies around 
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the globe center on universities in one form or another.6 Yet university- 

centered innovation strategies are frequently accompanied by the sober-

ing observation that only a handful of universities and regions around the 

world are able to live up to this promise as innovation engines. As a con-

sequence, policymakers and institutional leaders around the globe increas-

ingly look to those presumed innovation leaders— MIT, Stanford, Technion, 

and the like— for orientation and authoritative “best practices.”7 Underlying 

this trend is the belief that the innovation expertise and practices encoun-

tered at these institutions are transferable –  that is, that they can be distilled, 

codified, shipped, and grafted onto other institutions elsewhere.8 Almost 

without exception, “best- practice transfer” is conceptualized here as a one- 

way street between a well- defined, successful model- practice on the one 

end, and an underperforming adopter in need of help on the other.9

In this chapter, I challenge this common understanding of “best- practice 

transfer” in innovation. I explore how three start- up universities in three 

different countries have sought to emulate best practices from one prominent 

innovative university— MIT— despite being vastly different contexts: the 

Singapore University of Technology and Design (SUTD), Masdar Institute of 

Science and Technology in Abu Dhabi (henceforth “Masdar Institute”), and 

Skolkovo Institute of Technology (“Skoltech”) in Russia. Contrary to what 

the idea of best- practice transfer commonly suggests, my research finds 

that these three emulations look extremely different— to the extent that it 

would be hard to identify a common MIT core among them. While some 

activities and organizational routines at these start- up universities indeed 

follow current MIT practice in straightforward ways, many do not. All of 

them are chosen to fit local constraints and visions, and some do not even 

exist at MIT or directly oppose MIT practice. Yet all three start- up institu-

tions claim that they follow the “MIT model” and were, in fact, established 

in collaboration with MIT.

Conventional wisdom would suggest that these start- up universities have 

failed to emulate the model adequately. I offer a different explanation. A 

more productive way to understand this apparent contradiction between 

common identity and divergent practice is to treat the MIT model not as 

a fixed, well- defined— let alone codified— set of practices, but rather as a 

flexible boundary object that fulfills many other social functions besides pro-

viding a template for how to design a university. A boundary object strad-

dles different social contexts and accommodates different meanings and 
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imaginaries, while still maintaining a recognizable common identity across 

these settings.10 On the one hand, the MIT model is robust enough to serve 

as a marker of common identity that effectively renders diverse initiatives 

part of the same model— including, for example, a common language about 

innovation and its institutional forms, common reference points for suc-

cess, common aspirations, and a (partly) common network. On the other 

hand, it is plastic enough to appeal to different sites and accommodate local 

needs and constraints. At each site, different understandings prevail as to 

what innovation is, why it is needed, how it ought to be implemented, and 

how it relates to the existing institutional landscape. At each site, therefore, 

the model is understood to entail different understandings of “best practice” 

based on different understandings of what is lacking and different expecta-

tions towards a possible solution, which gives the model a local meaning 

that makes sense in the specific context in which it is being applied. At the 

same time, the MIT name carries authority within the global political econ-

omy of innovation, and its political mobilization enables initiatives that 

might otherwise not have been possible. In fact, as we shall see, the legiti-

macy and ability to “do something different” from existing institutional 

practices is one of the few things that is shared across places and precisely 

what many of the actors are after. Together, this leads to markedly different 

emergent institutional forms that nevertheless all see themselves as based 

on the MIT model.11

The lack of standardization of the MIT model and the resulting diver-

gence in “best practices” adopted by the recipient countries are not a weak-

ness of the model, however; rather, they are a strength. The MIT model 

travels well and can be effective in various contexts precisely because it com-

bines a common identity and quasi- universal authority as a model with 

weak codification and adaptability, achieving concrete local relevance.

This view of the MIT model as a boundary object raises a different set of 

policy questions than commonly associated with “best practice transfer,” 

however— questions that have more to do with articulation of needs, con-

strains, and legitimacy than with efficacy, similitude, and emulation success. 

It also changes how policymakers and institutional leaders should think 

about best- practice transfer as a policy instrument: instead of attempting to 

define or capture the models or best practices in advance, they should pay 

attention to the specific ways by which the model becomes locally mean-

ingful. What is more, my research suggests that the success of a “transfer” 
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effort, and of innovation initiatives more generally, cannot be seriously 

measured in a comparative, one- size- fits- all fashion across different sites. 

Rather, it needs to be weighed against the idiosyncratic expectations, 

visions, and constraints encountered in these various societies. This per-

spective provides a counterpoint to some of the other contributions to this 

volume, which aim to distill essential characteristics of successful innova-

tive places or people.

Capturing the MIT Model: Similar Desires, Divergent Imaginations

On the face of it, the three start- up universities discussed in this chapter— 

SUTD, Masdar Institute, Skoltech— have a lot in common in the way they 

approach best- practice transfer. All three are relatively recent, large- scale ini-

tiatives, launched between 2006 and 2013 as national flagship initiatives 

by their national governments “in collaboration with MIT.” Each initiative 

involves hundreds of people, has a budget of tens to hundreds of millions of 

dollars, covers multiple scientific areas, and involves a mix of educational, 

scientific, entrepreneurial, and institution- building activities. Moreover, 

each initiative represents a limited- time, contractual, “capacity- building” 

agreement. That is, they are not MIT branch campuses and will, in the long 

run, not be operated by MIT. Rather, MIT is advising and supporting local 

governments and institutional leaders in the design, implementation, and 

staffing of these institutions and helping jump- start their operations accord-

ing to certain predefined goals.12 At the time of this writing, SUTD completed 

its initial seven- year engagement with MIT in June 2017 and is currently 

phasing out collaborative education activities, though research collaboration 

will continue. Skoltech was initially based on a three- year contract between 

MIT and the Russian government signed in 2011, which was later stretched 

to four and a half years and renewed for another three years in 2016, though 

with reduced intensity and funding. Masdar Institute is currently complet-

ing its second five- year phase of collaborative institution- building activities, 

though the nature of the collaboration has changed considerably as the 

institution has matured.

So what exactly do these three initiatives seek when striving to build new 

universities with the help of MIT? In common parlance, MIT has come to 

epitomize the key role that excellent technical universities can play in inno-

vation and for regional economies when they are embedded in facilitating 
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ecosystems. In the innovation policy literature, MIT is frequently cited as liv-

ing proof of the central role of universities in innovation and their emergence 

as heavyweight economic actors that increasingly engage in the creation of 

proprietary knowledge and research commercialization through spin- offs or 

licensing. The MIT model has repeatedly been the target of scholarly attempts 

to abstract it into a theoretical model, most notably in the “entrepreneurial 

university” and “triple helix” models by Etzkowitz and colleagues.13 MIT’s 

“impact of innovation” has been documented in regular publications by the 

Kauffman Foundation, Bank Boston, and MIT itself, which find, for example, 

that “MIT alumni of both undergraduate and graduate programs have been 

among the founders of at least 30,000 currently active companies. [MIT] 

estimate that these enterprises employ 4.6 million individuals and generate 

annual global revenues of $1.9 trillion, which is roughly equivalent to the 

GDP of the world’s 10th largest economy as of 2014.”14

Actors at the three start- up universities are keenly aware of these achieve-

ments and reference both the tangible impact and the model character 

(both as a paragon institution and an abstract best- practices model) in their 

justification for why they turn to MIT. Yet their focus remains highly selec-

tive. Much less attention is being paid to the historical circumstances under 

which MIT came to be the landmark American institution it is today. For 

example, references to MIT usually show little appreciation of the fact that 

MIT came out of a particular American land grant college tradition ushered 

in by the Morrill Act of 1862, or to MIT’s strong tradition of basic science 

that has laid the foundation for much of its innovation success.15 Instead, 

all three start- up universities focus primarily on applied and “translat-

able” engineering research. Likewise, there is little reference to MIT’s long- 

standing engagement with defense research dating back to the development 

of innovative World War II military technology, which set the stage for a 

long and successful history of capturing government contract research and 

establishing close ties to industry. While emissaries from MIT working at the 

start- up institutions as part of the collaborations might know about these 

trajectories,  the general focus— especially among local stakeholders— tends 

to be on a set of abstract desirable characteristics around innovation, includ-

ing aspects of applicability, problem- solving, economic impact, entrepre-

neurship, “changing the world,” and creativity.

As will become evident in the case studies below, this reference to an 

ostensibly well- understood, well- codified “MIT model” by the three start- up 
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universities does not withstand scrutiny. Actors in the three countries focus 

on, and import, different practices (and with it different bits of history) 

from MIT, reflecting different understandings of what “best” means for 

each context. Perhaps more surprisingly, however, there is also no uniform 

understanding at MIT itself regarding the key components of its supposed 

success model. When prompted, MIT faculty and institutional leaders point 

to a range of different characteristics, from rigid training in math and sci-

ence; to specific training in innovation and entrepreneurship; to sufficient 

space for the unfolding of creativity; to a can- do entrepreneurial spirit, 

aggressive collaboration, high competition, and selectivity; to an engineer-

ing tradition founded in basic science; to extreme decentralization; to a 

multifaceted innovation ecosystem; to close affinity to industry and gov-

ernment.16 What is more, all MIT faculty and senior administrators inter-

viewed for this research emphasize that there is no formal blueprint for the 

MIT model, nor is there a prepackaged set of institutional practices ready 

to be deployed. Consequently, each time MIT is approached by a potential 

partner, senior administrators and faculty take stock and make different 

selections based largely on both their own view on MIT and the input of 

the foreign partner, resulting in utterly different partnership architectures.17

Likewise, opinions as to why MIT should (or should not) get involved in 

these institution- building efforts inevitably vary. Some faculty emphasize 

the privileged access to research sites and questions that overseas partner-

ships might provide. Others value the preferential access to some of the 

best students and researchers in the partner country, hoping that they can 

attract some to work with them at MIT. Others are attracted by the quasi- 

experimental character of these initiatives, which allows them to try out 

new organizational forms or educational approaches that would be difficult 

to implement at MIT. Some actors emphasize how the partnerships allow 

MIT to raise substantial additional research funds for both individual fac-

ulty projects and institutewide initiatives. Finally, there is a general (though 

not necessarily explicit) sense among both faculty and administrators that 

MIT is essentially global in its mission and impact, and that it should aim 

to “educate students in science, technology, and other areas of scholarship 

that will best serve the nation and the world” and “bring this knowledge to 

bear on the world’s great challenges.”18

These divergent stances on the essence of MIT and the goals and risks of 

institution- building underscore the fact that convergence on a single MIT 
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model is not required for the best- practice transfer logic to work. As I will 

argue, these divergences only increase when looking beyond MIT to the 

three different sites.

Singapore University of Technology and Design

In 2010, MIT and Singapore signed an agreement to jointly establish the 

fourth autonomous university in the city- state: the Singapore University of 

Technology and Design. SUTD opened its doors in 2012 and, by the time of 

this writing, has since recruited seven student cohorts of gradually increas-

ing size (from 340 in 2012 to 457 in 2018), in addition to about 160 faculty 

and teaching staff.

From the outset, SUTD was explicitly conceived to be “something differ-

ent from the existing institutions,” according to Singapore’s prime minister, 

Lee Hsien Loong. The university would provide

not just an academic education, but one which is going to stimulate students 

to go beyond the book knowledge, to apply it to solving problems. It will teach 

students to be creative, not just in technology and design, but also to be creative 

in bringing ideas out of the academic environment into the real world, into the 

business arena, into the economy and make a difference to the world.19

The prime minister’s aspirational message is instructive in that it invokes 

what seem to be essential characteristics of innovators— the primacy of 

applied knowledge, problem- solving, creativity, business- oriented ideas, 

and an ambition to change the world. These terms closely echo the descrip-

tion of MIT given by SUTD’s founding president, Tom Magnanti, a former 

MIT dean of engineering, as

an organization that bubbles with enthusiasm and has a passion to literally 

change the world. MIT does this through first- class scholarship, the development 

of big and important ideas, a deep commitment to educating the most talented 

students to be found anywhere, and an unwavering commitment to sustaining a 

culture of innovation, leadership and entrepreneurship.

Magnanti blends this description of MIT into a vision for SUTD:

Simply put, SUTD’s aspirations are no less.… Through creative research and edu-

cation anchored on technology and design, SUTD aims to create a new type of 

technically grounded leader and inventor, one fully equipped to address the chal-

lenges and issues of today and tomorrow [to achieve its dream of creating] the 

same kind of magic that MIT and several other of the world’s great universities 
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have achieved in scholarship, innovation, and social and economic impact. My 

dream is that SUTD will do for Singapore what MIT and Stanford have done 

for Massachusetts and Silicon Valley, as well as for the U.S. and the World— it 

will become an intellectual hub and an engine of growth for Singapore and the 

world.20

In this logic, SUTD is intended to reproduce the success of MIT because it 

emulates essential characteristics of the latter and imbues students with an 

MIT- like set of attributes.

How does this aspiration to mimic MIT hold up in practice? On the face of 

it, the institutional differences between SUTD and MIT seem to outweigh the 

similarities: SUTD’s primary focus is on undergraduate education (though 

this is gradually changing), with a strong emphasis on innovation and design 

in four thematic “pillars”: engineering systems and design, information sys-

tems technology and design, engineering product development, and archi-

tecture and sustainable design (figure 11.1). This focus on “Big D” design, as 

SUTD calls it, is seen as the key to producing “a new breed of the brightest 

technical minds that understands form to design the new innovations of 

tomorrow.”21 In contrast, MIT has considerably more graduate students than 

undergraduates, and most of its undergraduate programs are aligned with 

traditional disciplines, including physics, mathematics, and “classical” engi-

neering domains. Design and systems, while important to MIT’s undergradu-

ate education, do not feature as the headline for entire degree programs. In 

fact, MIT recently discontinued its own engineering systems division as an 

independent institutional unit. What is more, in contrast to MIT’s term and 

curricular structures, SUTD offers trimesters, a combined “freshmore” year, 

integrated internship periods, and capstone projects. It merges courses on 

science, engineering, design, leadership, entrepreneurship, humanities, and 

art to a degree that goes considerably beyond the humanities requirements 

at MIT. While some of these features exist in one form or another at MIT, 

their central role in the identity of SUTD sets the latter apart from the for-

mer, raising the question of where, exactly, the MIT model is located in the 

educational domain.

Closer inspection reveals that both the focus on design and the inte-

grated curriculum reflect key recommendations made by an MIT internal 

review committee (the Task Force on the Undergraduate Educational Com-

mons, known as the Silbey Committee) and a previous report by the MIT 

Engineering Council (“From Useful Abstractions to Useful Design”) on 
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Figure 11.1

Fostering creativity and design- based engineering education through “4D Pedagogy” 

at SUTD. Graphic from “Towards a Better World by Design” (https://www.sutd.edu 

.sg/cmsresource/brochure/undergraduate_brochure.pdf). Courtesy of the Singapore 

University of Technology and Design.
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how MIT ought to restructure its own undergraduate education, published 

shortly before SUTD’s inception. These recommendations, however, were 

never fully pursued and implemented at MIT. According to a senior faculty 

member at MIT familiar with the process, a large fraction of the faculty at 

MIT argued for a cautious, conservative stance on the basic structure of the 

undergraduate curriculum, which in the view of many had proven very 

successful. Yet the institutionwide initiative for an educational overhaul, 

and especially the focus on design, had sparked significant interest among 

some faculty members, some of whom were involved in the ongoing plan-

ning processes surrounding Singapore. In fact, many of the faculty engaged 

in the partnership emphasized that they were interested in SUTD precisely 

as an opportunity to try out some of the practices originally contemplated 

for MIT. This suggests that SUTD could be best understood as a form of MIT- 

led experimentation, further complicating the idea of a straightforward 

best- practice transfer and a unified vision of what an innovation- oriented 

 education curriculum ought to look like.

The prime minister expressed a second aspiration— the need to be “dif-

ferent from existing institutions.” Given the small size of Singapore’s edu-

cational landscape, this mandate can be read to mean “different primarily 

from the two large public universities,” namely, the National University 

of Singapore (NUS) and Nanyang Technological University (NTU), which 

until relatively recently represented the entirety of the Singaporean higher 

education landscape. Both NUS and NTU were central to the rise of Singa-

pore as an economically, scientifically, and technologically highly advanced 

nation in the 1980s, when the city- state experienced the limits of foreign 

direct investment- driven growth. Until then, low- wage manufacturing had 

expanded rapidly but had left the Singaporean workforce poorly educated. 

As a result, the government made the consequential decision “to phase out 

its labor- intensive industry and focus on skills- intensive, high- value- added, 

technology- intensive industries such as electronics manufacturing, data 

storage, and petrochemicals.”22 Since the mid- 2000s, the policy discourse in 

Singapore has further shifted “from efficiency- driven growth to innovation- 

driven growth,” accompanied by a growing belief among Singapore’s lead-

ership that the key factor hampering growth was a lack of creativity, not 

engineering capability.23 SUTD fits well within this trajectory, as does the 

call for “something new.”
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However, a more complicated picture emerges when we take into 

account the history of MIT’s engagement in Singapore. Following a number 

of smaller initiatives in the early 1990s, MIT entered into a series of three 

major engagements with the city- state, starting in 1999 with the Singapore- 

MIT Alliance (SMA). SMA was designed primarily as an educational col-

laboration between MIT, NUS, and NTU that would implement graduate 

programs in Singapore modeled after practices at MIT. SMA utilized such 

distance- learning models as video lectures, student mobility periods to MIT, 

a dual degree option, and guided student research with advisors from both 

MIT and Singapore. SMA was succeeded by SMA2, which marked a shift 

toward the life sciences, reflecting a broader change in Singapore’s self- 

imagination from “intelligent island to biopolis” at that time.24 SMA and 

SMA2 were in turn followed by the Singapore- MIT Alliance for Research and 

Technology (SMART) in 2007, conceived primarily as a research enterprise. 

SMART’s philosophy, appropriately summarized in a self- description as a 

“collaboratory,” is to bring world- class researchers to Singapore for longer 

periods to conduct research likely to provide applications for Singaporean 

priority areas— for instance, future mobility in the city- state or infectious 

diseases. SMART also adopted MIT organizational practices around innova-

tion, including an innovation center modeled after MIT’s Deshpande Cen-

ter, a translational unit designed to shepherd nascent faculty research into 

commercialization.

This predecessor history of SUTD casts the mandate “to be different” in 

a new light: MIT— now enrolled in setting up SUTD— was equally involved 

in the construction of the very landscape from which SUTD is supposed to 

deviate. Part of this succession arguably reflects MIT’s own evolution over 

the last two decades, which has produced many new institutional initia-

tives around innovation. However, this explanation takes us only so far: 

as we have seen, most of what is distinctive about SUTD— the curriculum 

structure, the design focus, and so on— does not exist at MIT itself to a 

similar extent.

A more satisfactory explanation can be found by looking at Singapore’s 

changing needs rather than MIT’s changing practices. SMA corresponded 

to the extraordinarily important role that engineering education had been 

playing in Singapore, and SMART responded to the insight that the small 

city- state’s “small domestic talent group” could not fulfill its research 
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demands alone. SUTD, finally, reflects a new vision of innovation as cre-

ativity and design. In this sense, SUTD is but the latest iteration of a process 

in which Singapore has, time and again, built the MIT model in a way that 

was useful in the Singaporean context, based on the city- state’s changing 

needs and visions for development at any given time.25

Skolkovo Institute of Technology (Skoltech)

On 25 October 2011, MIT and the government- run Skolkovo Foundation 

in Russia signed a multiyear agreement to establish a new graduate research 

university on the outskirts of Moscow, to be known as the Skolkovo Insti-

tute of Technology, or Skoltech. A flagship initiative of the Medvedev gov-

ernment, Skoltech was soon heralded by politicians and the media as the 

heart of Russia’s “Would- Be Silicon Valley,” envisioned “to create, on the 

European scale, something similar to MIT, prestigious and well designed.”26 

Soon, however, Skoltech was also embroiled in political turbulences that 

followed on the heels of changes in government, which affected funding 

and public support for the initiative.27

Skoltech opened its doors in fall 2012 to an inaugural cohort of twenty 

students, and it has since scaled up to 450 students, who come from about 

twenty different countries. At present, the university has about seventy- 

five faculty members. Like SUTD, Skoltech was conceived as a distinctive 

counterpoint to the existing university system. It would focus on inno-

vation and entrepreneurship geared toward technology and application, 

it would be international, and, in contrast to the traditional institutional 

separation between the Russian Academy of Science and the teaching uni-

versities, it would combine both research and education. At the same time, 

Skoltech did not break with the existing system entirely, but extended an 

olive branch to its national peers. According to Skoltech’s mission, it aims 

to import “international research and educational models [to] integrate the 

best Russian scientific traditions with twenty- first- century entrepreneur-

ship and innovation” in the form of a “modern, international university.”28

Skoltech’s mission reflects a different set of institutional premises and 

constraints than those operating at SUTD, pointing to an inherent tension. 

On the one hand, Skoltech is being established precisely because Russia 

lacks a modern, international university with a focus on innovation and 

entrepreneurship. What is more, Russia’s proud tradition of science and 
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engineering has undergone two- and- a- half decades of continual decline, 

and many of the attempts to revive the system or spur innovation have 

had very limited success.29 On the other hand, Skoltech is meant to affirm 

Russian tradition and incorporate what is good about the Russian system. 

More than that, Skoltech should, according to one senior administrator at 

the Skolkovo Initiative, ideally also “support other institutions” and act as 

a “catalyst for reform” in the Russian system. Another administrator inter-

viewed for this research suggests that, in the long run, Skoltech will likely 

be unable to “survive entirely without the support from other universities 

and the academies,” not even as a presidential initiative.

Skoltech thus has to walk a fine line between institutional differentia-

tion and integration, straddling opposing needs without being usurped by 

the system. This has several implications for its organizational architecture 

and how it takes up MIT’s practices. For example, Skoltech’s research is 

organized in the form of fifteen integrative Centers for Research, Education, 

and Innovation (CREIs) with “thematic research missions,” such as space, 

energy systems, hydrocarbon recovery, and data- intensive biomedicine and 

biotechnology (figure 11.2).30 These CREIs are reminiscent of one of MIT’s 

hallmark institutional features— mission- oriented research centers. At MIT, 

this tradition goes back to the Cold War era, when mission- oriented centers 

with an often decidedly military orientation (including the Research Labo-

ratory for Electronics, the Draper Laboratory, and the Lincoln Lab) received 

considerable public support. More recently, various integrative, collab-

orative research centers— such as the Whitehead Institute for Biomedical 

Research, the Broad Institute, or the Koch Center for Integrative Cancer 

Research— have been founded in the life sciences.

At Skoltech, the CREIs also provide an interface to the rest of the Rus-

sian system. Although Skoltech— a private university with special legal 

and administrative status that is funded through the designated pub-

lic “Skolkovo Foundation”— is very explicitly located outside this exist-

ing system, all CREIs host “distributed collaborative research programs 

between Skoltech, international, and Russian institutions.”31 That is, they 

include at least one national research partner, which also receives fund-

ing from the Skolkovo Foundation, alongside an international partner 

(not necessarily MIT). This nationally collaborative model allows Skoltech 

to avoid explicit confrontations with the existing state universities and 

academies, and to jump- start research in the form of sponsored “research 



Figure 11.2

Skoltech’s integrative Centers for Research, Education, and Innovation (CREIs) are 

designed to stimulate applied science, entrepreneurship, and institutional change in 

Russia. On the top, Fyodor Antonov, director of Anisoprint, is a resident of Skolko-

vo’s nuclear technologies cluster. From Shura Collinson, “Skolkovo Residents Seek to 

Print Satellites Directly in Space,” Sk Skolkovo, 13 May 2016, http://sk.ru/news/b/news 

/archive /2016/05/13/skolkovo-residents-seek-to-print-satellites-directly-in-space.aspx. 

On the bottom is the vision for CEI@Skoltech and its integration into the university. 

From MIT Skoltech Initiative, “Skoltech CEI Concept,” http://75.119.204.15/sktech 

/sktech -program/entrepreneurship-innovation/concept.html. Courtesy of Skoltech.
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collaborations … between the CREI partner institutions” that allow research-

ers to make use of partner laboratories while “the Skoltech campus and 

research laboratories are constructed and equipped,” as described by one 

senior administrator.  This national dimension of the CREI concept has 

no counterpart in SUTD, which, however, features several research centers 

with international partners.

Another layer of the “fine line” is Skoltech’s research orientation. The 

university chose (or rather, was mandated to pursue) five “presidential” 

priority areas, most of which correspond to established research fields in 

Russia: energy, space, nuclear technology, information technology, and bio-

medicine. These sectors are broad enough to accommodate a host of differ-

ent subtopics, but they also hint at a desire to continue Russia’s traditional 

areas of research strength, rooted in basic physical sciences and mathemat-

ics as well as current sectors of economic strength and competitiveness. 

Russia remains a nuclear power and space heavyweight. It has entered into 

technology transfer agreements with several emerging nuclear nations, and 

its space program has regained ground with the ongoing downsizing of 

NASA. This partial orientation toward fundamental science is in line with 

MIT’s approach to innovation, which remains thoroughly grounded in a 

strong commitment to fundamental science. SUTD and Masdar Institute 

do not share this emphasis. At the same time, it is difficult to imagine a 

flourishing entrepreneurial scene of young innovators seeking to establish 

tech start- ups in the nuclear or space fields— not least because of the con-

siderable infrastructure requirements and lead times involved. Information 

technology, biotech, and energy (at least in the sense of sustainable energy) 

seem to afford better opportunities. In either case, the contrast to SUTD’s 

vision of the MIT model, which emphasizes creative undergraduates ral-

lying around questions of product manufacturing and design, with little 

traditional engineering and science, is stark.

Education at Skoltech has a decidedly hands- on focus, modeled after 

the “Conceive, Design, Implement, Operate” (CDIO) approach originally 

developed by Skoltech president and former MIT professor Ed Crawley. By 

offering specialized graduate education programs with a strong research 

focus, Skoltech in part manages to address one of the biggest challenges 

of Russian science: the organizational separation of research and higher 

education between the Academy of Science and teaching universities.32 But 

by organizing all research primarily in centers (as opposed to departments), 
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Skoltech arguably also reproduces part of the Academy model. This stands 

in contrast to MIT’s principal organization as a comprehensive research 

university; at MIT, all centers come on top of an otherwise traditional land- 

grant college structure with five schools and departmental substructures. 

What is more, at MIT, the centers draw upon, and feed into, a wide range 

of general and specialized educational programs, both undergraduate and 

graduate— neither of which is available at Skoltech.

Another characteristic feature of Skoltech is its Center for Entrepreneur-

ship and Innovation (CEI), conceived as the heart for all innovation activity 

at Skoltech, including innovation education, research, and institutional ser-

vices (such as tech transfer). In fact, CEI was explicitly designed to combine 

MIT’s various innovation- related units under one roof. CEI draws directly 

on MIT practice, but it nevertheless stands apart in one important regard: 

at MIT, innovation activity is essentially distributed across the institution 

and is not owned or managed by one particular entity, and no single unit 

has a similar convening authority around innovation. CEI’s more central-

ized, orchestrated approach arguably makes more sense for a small start-

 up institution; it is also reminiscent of the Russian government’s earlier 

attempts in the late 1990s and early 2000s to boost innovation by creating 

top- down tech transfer offices, economic zones, technoparks, and the like, 

many of which continue to struggle because of their prescriptive, techno-

cratic, nonorganic character. In contrast, many MIT faculty consider the 

“highly decentralized character” and “redundancy” of “many rather loosely 

coordinated entities” to be one of MIT’s strengths. As one faculty member 

suggests, at times faculty or students who use one of these services are not 

even aware that other services exist. In this regard, Skoltech also differs from 

both SUTD and, as discussed below, Masdar Institute. Particularly at SUTD, 

innovation is more subliminally tied into the notion of design rather than 

being the explicit target of research and education.

Masdar Institute of Science and Technology (Masdar Institute)

Like other wealthy Middle- Eastern nations, Abu Dhabi and the United Arab 

Emirates (UAE) have gained a reputation for institutional imports, which 

include (among others) college education, fine arts, architecture, sports, 

and international organizations.33 Some analysts have suggested that the 

acquisition of these building blocks and trappings of a modern state has 
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happened, in the style of expensive accessories, through direct purchase 

from prestigious, high- quality providers. The choice of MIT as a partner to 

build Masdar Institute seems to fit this pattern. As a member of the Masdar 

faculty suggests,

Well, the best way to transform an economy, what you do is just buy a company, 

build a factory. What do you do … if it is a knowledge- based economy that you’d 

like to build? Then you need to build a nucleus for generating knowledge which 

is innovative.… This nucleus of this Masdar Initiative is the Masdar Institute, the 

university, … and they went to the best in the business, which is MIT, to build a 

technology- based university that would be the nucleus of this transformation.

However, to think of Masdar Institute as a mere turnkey import modeled 

solely after MIT would do injustice to the initiative and its idiosyncrasies. 

Understanding the role of the MIT model in creating the Masdar Institute 

requires a detour into the rationale for the much larger national develop-

ment project of which it is part: Masdar, also known as the Abu Dhabi 

Future Energy Company. One of several high- profile science and innova-

tion initiatives currently underway on the Arabian Peninsula, Masdar was 

launched in 2006 to spearhead Abu Dhabi’s evolution as “a leader in global 

energy,” driving the transition in the UAE “from a provider of fossil fuels 

to a developer of alternative energy and clean technologies” and acting 

as “a catalyst for the economic diversification of the emirate, … driving 

new sources of income for the emirate and strengthening Abu Dhabi’s 

knowledge- based economic sectors.”34 Since the 1960s, oil and gas exports 

have fueled the breakneck pace of development in the UAE. This depen-

dence on the fossil fuel economy has made the country highly vulnerable 

to the boom- and- bust cycles of the hydrocarbon commodity markets and 

has led to a range of critical sustainability challenges— both economically 

and environmentally. Besides the looming threat of limited oil and gas 

resources, the country also features a food sector in which most food is 

imported and water is desalinated on a daily basis. It produces one of the 

highest carbon footprints per capita in the world due to challenges in agri-

culture, housing, and transportation in the desert, and a high economic 

dependency on foreign companies, labor, and technical expertise.

Masdar is the government’s principal response to this set of interrelated 

sustainability challenges. At an operational level, the Masdar Initiative has 

four prongs: First, at its center sits Masdar Institute, the first graduate- level 

research university in the UAE, intended as a training ground and magnet 
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for local and global talent, as well as a producer and accumulator of expertise 

around sustainability technologies (figure 11.3). Surrounding the institute, 

second, is Masdar City, an urban development project intended as a testing 

ground and living laboratory for innovative technologies emanating from 

Masdar Institute. Masdar City is imagined as a carfree place fully reliant on 

renewable energy sources, with a low carbon and waste footprint, home to 

some 50,000 highly skilled scientists, engineers, and entrepreneurs as well 

as hundreds of firms specializing in energy and sustainability technology, 

manufacturing, and investment.35 The third prong, Masdar Clean Energy, 

is a major developer of large- scale sustainable energy projects in the region 

and is an intended major customer of energy technology emerging from 

MIT. Finally, Masdar Capital is a globally active (though regionally focused) 

venture capital fund focused on technology commercialization, primarily 

in clean technologies. Together, these four components represent a mas-

sive research- to- demonstration- to- valorization- to- habitation pipeline— an 

innovation- economy- in- a- box, if you will— that is at once an ambitious 

institution- building project and a touchstone for the socioeconomic and 

environmental future of an entire region.

What existed in 2006, then, was an extremely ambitious vision of Mas-

dar as the key to the economic, technological, environmental, and social 

future of the UAE. What did not exist, however, were any R&D infrastruc-

ture, scientific or technological expertise, or the necessary human resources 

to produce the very technologies that would drive this envisioned high- tech 

economy. As an MIT faculty member laconically noted, “Masdar Institute 

was meant to solve that.”

Masdar Institute entails a specific Emirati vision markedly different from 

that of SUTD and Skoltech. Instead of creating something different from 

an existing university landscape, it represents the country’s first attempt 

at building an advanced research university. Instead of overcoming estab-

lished educational and scientific practices, it was to introduce them for the 

first time. Instead of training innovators in a broad range of scientific fields 

and with a generic purview, it exclusively targets advanced energy and sus-

tainability technology.

This focus on a specific domain is visible in Masdar Institute’s education 

portfolio. The institute offers nine master’s degree programs and, as of 2014, 

an interdisciplinary doctoral program. Although all of the education tracks 

are classical engineering degrees (e.g., chemical engineering, computer and 
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On the top is Jaime Viegas, assistant professor of microsystems engineering at Masdar 

Institute, working on his joint project with MIT in February 2017 to use sunlight to 

turn water into fuel in the form of hydrogen. Photo: Tahra Al Hammadi, Masdar Insti-

tute News. On the bottom is the triple helix of Masdar Institute, from the 2012– 2017 

strategic plan. Diagram courtesy of Masdar Institute.
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information science, mechanical engineering, water and environmental 

engineering), all of them have been customized around the theme of energy 

and sustainability, deviating from the MIT sister programs that were used as 

blueprints. For example, the learning goals of the chemical engineering pro-

gram include “an ability to identify and address current and future chemi-

cal engineering problems related to energy sources, generation, conversion, 

and green chemical production within a broader framework of sustainable 

development,” and “an ability to apply a multidisciplinary approach to 

conceive, plan, design, and implement solutions to chemical engineering 

problems in the field of energy and sustainability.”

In terms of research, too, Masdar Institute focuses primarily (one could 

argue, entirely) on advanced energy and sustainability matters. Its research 

activities are grouped loosely under the three broad research domains of 

water, environment, and health; future energy systems; and microsystems 

and advanced materials. Both education and research are therefore much 

more focused thematically than at SUTD or Skoltech (let alone MIT), repre-

senting a highly mission- driven, applied research ideal.

In contrast to both SUTD and Skoltech, Masdar’s mission- oriented 

research is tied to an explicit corporate agenda. A subsidiary of the state- 

owned Mubadala Investment and Development Company, Masdar has 

from the start been an economic development project— not a scientific 

effort per se. Masdar Institute is officially a not- for- profit organization, yet 

it is “still part of a profit- making enterprise,” a faculty member explains. 

Mission statements that include phrases like “catalyst for economic diver-

sification” and “source of income for the emirate” suggests that Masdar 

will ultimately be evaluated by its economic returns.36 The corporatist 

character is perhaps best exemplified by the enrollment of Masdar Insti-

tute in the MIT Energy Initiative (MITEI), MIT’s main cross- departmental 

unit for energy research (both conventional and sustainable) and its main 

interface with industrial R&D interests on energy matters. In an unusual 

move, and after extended negotiations with MIT, Mubadala enlisted Masdar 

Institute— an academic institution— as a corporate member and cosponsor 

of MITEI, where it stands out among the other multinational firms, such 

as Shell, BP, or Saudi Aramco, that are affiliated with MITEI. Yet this role 

is consistent with Mubadala’s corporate understanding of Masdar, which 

officially calls Masdar Institute its “research arm.”37 In other words, the 

government of Abu Dhabi funds and uses an academic institution (Masdar 
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Institute) as the research arm of a state- owned company (Mubadala) to 

drive and diversify the economy and advance technological development 

for urban and energy infrastructure projects.

Masdar Institute thus seems to be less concerned with reproducing a 

comprehensive MIT model than with leading a very targeted, foundational 

effort in capacity- building for national development. In this way, Masdar 

is reminiscent of MIT’s global engagements from the 1960s to the 1990s 

in such locations as India, Iran, Egypt, Saudi Arabia, Thailand, or Argen-

tina, although without the overt political agenda of a Cold War context.38 

Moreover, MIT was also brought into Abu Dhabi to build local expertise in 

designing, implementing, ramping up, and operating research facilities and 

associated policy infrastructure that had no precedent in the country (or 

elsewhere under similar conditions, for that matter).39 Masdar Institute has 

become a vehicle for the government to develop certain policy frameworks 

and regulations required for advanced research that simply had not been rel-

evant in the country before. For instance, Masdar Institute’s activities helped 

shape environmental, occupational health, and safety regulations and 

develop local institutional review board procedures. In this sense, despite the 

narrow focus on advanced energy and sustainability, Masdar plays a much 

broader, pioneering role in Abu Dhabi’s development than MIT could pos-

sibly play in the diverse and highly developed institutional landscape of the 

United States.

Understanding Best Practices: Expertise, Legitimacy, and Identity

The above case studies illustrate how three start- up universities sought to 

build innovation capacity and train innovators according to the MIT model 

in entirely different ways. All three did so by teaming up with MIT through 

a multiyear, institution- building partnership, with the explicit goal of 

transferring best practices with the help of MIT. Yet comparison of the cases 

reveals that the three start- up universities bear little resemblance to one 

another— or to MIT, for that matter. Although all three universities did 

incorporate some MIT practices— including educational curricula, research 

projects, and organizational arrangements— these practices were typically 

selectively chosen, modified, and implemented in disparate institutional 

architectures. What is more, they were usually complemented by activities 

that did not exist at MIT at all.
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The three start- up universities speak to a fragmented and incongruent 

understanding of the MIT model, putting into question the usefulness of 

the notion of best practice as it is commonly understood— that is, as a set of 

universally valid and desirable practices that try to reproduce the activities 

from a supposedly well- defined, uniform base model. However, the cases 

also underscore that all three initiatives nonetheless put the MIT model 

front and center in conceiving, implementing, and justifying their activities.

This apparent contradiction between a common reference to the MIT 

model and differences in local “best” practices becomes intelligible when 

looking at the MIT model as a boundary object. At each site, a range of actors 

came together with different interests to establish a new institution accord-

ing to the model: local government leaders sought credit and credibility in 

the pursuit of a politically risky and expensive policy shift (e.g., the need for 

“something different” at SUTD). Regional societal stakeholders (like local stu-

dent populations or existing institutions) shaped key ideas about what was 

deemed desirable or acceptable in a local social context (e.g., the inclusion of 

other Russian universities in Skoltech’s CREIs). MIT faculty were interested 

in exciting new research opportunities and funding (e.g., clean- tech research 

in Abu Dhabi), as well as in trying out new educational models (e.g., around 

technology and design in SUTD). MIT administrators sought to strengthen 

MIT’s global footprint and revenue streams. Institutional leaders at the new 

universities were aiming to jump- start new activities by adopting organi-

zational templates and presumed best practices (e.g., the transfer of educa-

tional curricula). Finally, national and international students were looking 

for quality educational opportunities that were considered to be lacking in 

this specific context. These different actors may fundamentally disagree on 

what the MIT model is and which parts of it are relevant; in fact, they may 

not be interested in the specifics of the model at all. Still, they agree that 

this new institution is important for the pursuit of their objectives.40 Impor-

tantly, the conceptual stability and interpretive flexibility around the MIT 

model holds true even as the model travels to different social contexts.

Three interrelated dimensions appear particularly pertinent for under-

standing the role of boundary objects in shaping and stabilizing best- 

practice transfer activities in innovation policy: expertise, legitimacy, and 

identity. Expertise, first, is closest to the traditional notion of best- practice 

transfer as a supposedly straightforward, unidirectional emulation of activi-

ties that have proven successful in one place. All three countries sought a 
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certain kind of innovation expertise as embodied by the MIT model. All 

three locations also imported some practices more or less directly from MIT. 

The strong emphasis on creating something different from what existed before 

in all three cases— a countermodel to established universities in the case of 

SUTD and Skoltech and Abu Dhabi’s first research university in the case of 

Masdar— suggests that the local institutional landscape and society at large 

were seen as deficient with regard to innovation.41 It also provides a clue 

as to why the desired expertise had to come from an outside expert entity: 

policymakers believed that critical innovation expertise was unavailable in 

their countries at that time. However, this focus on the source of expertise 

only takes us so far in understanding the role of best practices. As we have 

seen, MIT itself lacks consensus on what exactly MIT’s expertise is and how 

it is institutionally embodied. Moreover, the focus on expertise does not 

explain, for instance, the specific decisions made to determine which prac-

tices from MIT were deemed useful and which other practices needed to 

complement it, or how countries arrived at the point where a (new) kind of 

innovation expertise was needed in the first place.

Legitimacy, second, points to a complementary function of how the MIT 

model becomes relevant in different contexts. Questions of expertise are 

inextricably tied to questions of legitimacy with regard to who counts as an 

expert and why.42 Expertise serves as a powerful political resource because 

of its ability to resolve disputes through epistemic authority. In our cases, 

reference to the success of the MIT model justified organizational changes 

and allowed stakeholders to shore up support for reforms that might oth-

erwise have received little domestic backing. For example, actors involved 

in the early stages of the Skoltech initiative underscore that it would have 

been unlikely, if not impossible, to receive presidential support or launch 

an institution- building initiative outside the powerful Russian science 

establishment without the MIT brand attached to it. In contrast, MIT’s 

legitimacy in Singapore was rooted not only in its global reputation but 

also in an “incremental building of trust and building of understanding” 

over several decades between MIT and Singapore, according to a senior MIT 

administrator involved in the partnership negotiations.

The legitimacy of the MIT brand also played a key role for all three uni-

versities in attracting top faculty and students who saw MIT’s involvement 

as a sign of credibility. For faculty at all three institutions, MIT’s involve-

ment was a key factor in their decision to join the start- up university. The 
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same argument applies to students, who value the MIT connection and 

potential opportunities to visit the United States. For example, as a result 

of its deliberate use of the MIT brand, Masdar Institute was able to choose 

89 students from 1,200 applicants for its initial class in 2009, with an aver-

age quantitative GRE score of 765 (comparable to the MIT average). Legit-

imacy, therefore, seems particularly important in the context of start- up 

institutions without an existing track record, which face the challenge of 

attracting world- class researchers and students to a place that does not yet 

exist— to the proverbial middle of the desert, if need be.

This leads us to our final ingredient of best- practice transfer: identity. 

Differences among the three start- up institutions can be understood as 

expressions of local identity, expressed in the particular ways they elicit 

and mobilize foreign expertise and legitimacy. Squeezed between the two 

poles of expertise and legitimacy, markers of identity shape which authori-

tative MIT practices get picked, how they get re- embedded, and how they 

are justified and reconciled with local ways of reasoning through policy 

change. Singapore primarily sought a break with existing engineering 

education practices and focused on cutting- edge reform efforts currently 

underway at MIT itself, which matched evolving government priorities 

in the city- state and helped supplant earlier versions of MIT best practices 

in innovation. Skoltech was conceived as a countermodel to Russian uni-

versities but at the same time provided a bridge to the dignified existing 

institutional landscape. Its research priorities largely resemble traditional 

areas of strength rooted in basic science. Masdar Institute was launched 

primarily as a vehicle for socioeconomic development, addressing vari-

ous sustainability challenges in the context of a corporate superstructure. 

Masdar Institute focused on foundational capacity and institution- building 

efforts, not unlike MIT’s early partnerships in India and elsewhere. These dif-

ferent visions bring home the point that what counts as useful, acceptable, 

or valid knowledge is always coproduced within local social, political, and 

institutional orders.43

In light of this analysis, then, can an innovative university be (ready- )

made? Specifically, can it be modeled after best practices from a leading 

institution such as MIT? My research indicates that the concept of best- 

practice transfer is far from straightforward— and not just because of com-

plex historical path- dependencies at MIT itself. Instead, my findings suggest 

that the concept of an innovative university has no universal meaning but 
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depends on the vastly different social functions and constraints it faces in 

different contexts. The above case studies show that no agreement on the 

purpose of innovation and best practices exists, and that transfer efforts will 

invariably lead to vastly different outcomes across different social contexts 

even if implemented with the help of the source of those practices.

These invariably unique imaginaries of innovation do not reduce the 

potential utility of best- practice transfer, but they force us to adjust the way 

we think and talk about it. As we have seen, key features in the design, 

implementation, and performance of these start- up universities remain 

unexplained if treated as mere variations on a common MIT model. The 

very idea that there is an MIT model suggests that MIT’s innovation suc-

cess has some abstract, scientific quality with quasi- universal applicability, 

much in line with other innovation models like the linear model, the chain 

link model, or the triple helix model. Unlike these abstract ideal types, 

however, the MIT model does in fact have one concrete exemplar— MIT in 

Cambridge, Massachusetts— which points to the slippery slope when refer-

ring to best practices. In practice, the boundaries between the concrete and 

the ideal MIT model that international leaders seek to emulate and that 

MIT occasionally markets are not easily drawn and are often deliberately 

blurred.

Making innovative universities thus requires, first and foremost, unpack-

ing the social and political role of innovation (and universities) in a given 

context, and tailoring institutional practices in a way that is cognizant 

of these unique imaginaries of innovation. An adequate account of best- 

practice transfer must consider how innovation expertise travels alongside 

political legitimacy and how both are inflected by elements of local iden-

tity. In this light, the diversity and interpretive flexibility surrounding the 

MIT model is not a weakness but a necessity and a strength that can be 

exploited. It explains how an imagined institutional ideal of innovation 

can indeed be relevant in locations as diverse as Abu Dhabi, Singapore, and 

Russia, beyond mere branding. And through that, it can help anticipate 

and explain why certain models for cultivating innovation succeed or fail.
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From a number of perspectives, innovation is a good thing for the economy.1 

Economists have long recognized how the generation and implementation 

of ideas drives economic growth.2 Historians also have demonstrated the 

positive relationship between the commercialization of invention, indus-

trialization, and economic activity in studies documenting early American 

inventor- entrepreneurs and the creation of the patent system.3 Statisticians 

provide further evidence of the innovation economy’s importance to the 

nation; for example, from 1960 to 2013, the number of workers in innova-

tion jobs grew 3 percent annually, compared to 2 percent for the broader 

workforce.4

The benefits of the innovation economy, however, have not been evenly 

distributed. Despite numerous initiatives to train and cultivate innovators, 

women and African Americans continue to participate at each stage of the 

innovation process— from education to patent activity to start- ups— at 

lower rates than their male and white counterparts. As a consequence, 

women and African Americans have not enjoyed their proportionate share 

of innovation’s benefits.5

For women and African Americans throughout the history of the 

United States, this pathway to success has been curtailed because of 

entrenched gender discrimination and racial segregation. Women and 

African Americans have had less than equal access to education, especially 

advanced technical training. Discriminatory laws and policies once for-

bade enslaved blacks from earning patents and married women from own-

ing them. Meanwhile, women and African Americans were for decades 

systematically excluded from the professional scientific and engineering 

societies. Likewise, women and African Americans had limited access to 
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wealthy backers and mainstream banks and so were forced to develop dif-

ferent sources for the start- up capital necessary for commercializing their 

inventions.6

Despite major gains since the 1970s, women and African Americans 

remain underrepresented in the innovation economy.7 Empirical evidence 

gathered over decades reveals an even more pervasive underrepresentation. 

Women and African Americans earn fewer advanced degrees in the STEM 

disciplines (science, technology, engineering, and mathematics) than the 

population figures would suggest. Likewise, women and African Americans 

earn fewer US patents than would be expected and are less likely to com-

mercialize them.

This innovation gap represents a lost opportunity, a discriminatory drag 

on our economy, and further structural evidence of the wide income and 

wealth gaps in the United States. More seriously, the underrepresentation 

of women and African American innovators is a failure to deliver on the 

American ideals of equality and equal opportunity for all. In this chapter, I 

draw on observations from educational surveys, employment and income 

figures, and US patent data to describe inequalities at all stages of innova-

tion. I will explain how these inequalities emerged, how they persist, why 

they matter, and what we can do to close the gaps.

Participation in the Innovation Economy

Fundamentally, economists and the public care about innovation, because 

it is a critical factor in economic growth, wealth generation, and higher 

living standards. If we consider the components of economic growth— 

labor, capital, and total factor productivity— innovation can substan-

tially affect each one. In 1957, economist Robert Solow demonstrated 

that aggregate economic growth owed more to innovation, or techni-

cal change, than additional inputs of labor or capital. Solow believed 

that innovation had an economywide effect and that its impact on the 

other factors— labor and capital— would be neutral.8 For decades macroe-

conomists agreed, and technological progress was viewed as benefiting 

all workers equally. More recently, theory and evidence suggest that tech-

nical change is skill- biased and that its economic benefits favor highly 

skilled workers. The inequality in wages that arises from this process is a 

core feature of the more general debate about inequality today.9
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Many of the key measures of the innovation economy track the partici-

pation of innovators. The National Science Foundation (NSF), for example, 

defines the “science and engineering (S&E) workforce” by the number of 

participants in science and engineering occupations, by the number of hold-

ers of science and engineering degrees, and by the use of technical exper-

tise on the job.10 In addition to educational, occupational, and income 

metrics, we can measure participation in the innovation economy via pat-

ent holders. Data on patents recorded and disseminated by the US Patent 

and Trademark Office (USPTO) are available from 1790 to the present and 

provide a relatively consistent historical metric.11 While the NSF collects 

demographic data such as gender, race, and ethnicity, such factors are not 

recorded in patent data. However, my colleagues and I have developed or 

taken advantage of new methods for inferring which historical and con-

temporary patents were granted to women and African Americans from 

1966 to 2014.12

As economists measure innovation’s contribution to the economy with 

increasing precision, it is clear that innovation’s importance is growing.13 In 

2013, the NSF calculated that the innovation economy comprised roughly 

6 to 21 million workers.14 These innovation workers earn substantially more 

than the median income for all workers. In 2014, the median innovation 

worker earned $81,000, compared to $36,000 for all workers. Innovation 

economy jobs also are growing faster than in other sectors, and unemploy-

ment rates are lower. In February 2013, the unemployment rate for scien-

tists and engineers was 3.8 percent, compared to 4.3 percent for all college 

graduates and 8.1 percent for the United States overall.15 During the Great 

Recession (2007– 2009), moreover, the US workforce contracted; however, 

the innovation workforce was less affected by the overall economic con-

traction.16 Amid the recession, the income gap between innovation workers 

and the general labor force also widened. In 2012, innovation economy 

earnings were double those of other workers; by 2014, the median innova-

tion worker earned an additional 25 percent more than the median worker 

in the general labor force.17 Across a number of measures, the science- based 

innovation workforce provides a tremendous boost to the overall economy.

Within the innovation economy, however, both participation and sala-

ries vary greatly by gender, race, and ethnicity. In what follows, I examine 

how the racial and gender gaps are manifest throughout different stages 

of the innovation process. I provide longitudinal, quantitative evidence to 
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outline the nature and scope of these gaps over time. I then complement 

this statistical picture with historical and contemporary examples from 

individual women and African American innovators who were impacted 

by racial and gender discrimination during the innovation process. This 

analysis across different scales illuminates both the macroeconomic impact 

and lived experience of the innovation gap in pink and black.

Participation Gaps throughout the Innovation Ecosystem

At the risk of oversimplifying a complicated, nonlinear process, it helps 

to imagine that an individual participates in the innovation economy by 

passing through three stages. First, innovation typically begins with formal 

education or an apprenticeship. An innovator needs to master the special-

ized canon of knowledge in his or her chosen technical field, increasingly 

through the acquisition of an advanced degree in a STEM field. Second, 

workers in the innovation economy participate in actual invention in cor-

porate research facilities, university laboratories, government agencies, or 

sometimes in garages or other informal workspaces. Finally, innovation, 

or the commercialization of invention, occurs when an inventor sells or 

licenses her patent, or launches a new start- up or business unit to profit 

directly from the development of the invention. The innovation gap in 

pink and black is present, to varying degrees, in all three of these stages.

The Preparation and Education Gap

The first stage in participating in the innovation economy is obtaining 

a formal education or an apprenticeship. Historically, women and  African 

Americans have been denied equal access to training in STEM fields. When 

the first agricultural and mechanical colleges appeared in the 1870s, 

women were discouraged from enrolling and were prevented from join-

ing professional engineering societies. Women first began to enter the 

coeducational technical universities and technical job training programs 

during World War II’s manpower shortage; the Society for Women Engi-

neers was founded shortly thereafter in 1950. Persistent sexism in engineer-

ing education and internships still dissuades many women from pursuing 

engineering degrees, while workplace discrimination encourages many 

women engineers to eventually exit the field. As we will see, women have 
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increasingly pursued undergraduate and advanced technical degrees, but 

their numbers are nowhere near gender parity.18

Similarly, African Americans have historically been denied equal access 

to educational opportunities. Before the Civil War, most enslaved African 

Americans were systematically denied simple literacy for fear that educa-

tion would lead to rebellion. Even with the postbellum establishment of 

black colleges and technical schools— such as Virginia’s Hampton Institute 

(1868) and Alabama’s Tuskegee Institute (1881)— freed men and women 

generally had fewer opportunities for formal education and technical train-

ing. Aspiring black inventors were not welcome at the mainstream techni-

cal associations; they were also denied apprenticeships by white tradesmen 

and generally barred from entering the “shop culture” of machinists and 

telegraphers that was a crucial training ground for many inventors. The 

civil rights movement precipitated desegregation of public universities in 

the 1950s and 1960s, and the National Society of Black Engineers emerged 

soon afterward during the 1970s. However, persistent racial bias in admis-

sions criteria has continued to work against the equal participation of Afri-

can Americans in the STEM fields.19

Women and African Americans have enjoyed significantly improved 

access to technical training over the last few decades, but an education gap 

remains. Women and African Americans have increasingly been involved 

at the beginning of the innovative process, which is at the stage of doing 

basic research that undergirds changes in the stock, flow, and direction of 

knowledge (figure 12.1). Between 1970 and 2014, the share of PhDs in S&E 

fields awarded to women grew substantially, from just 9 percent to 41.6 

percent. Over the same period, the share of S&E PhDs awarded to African 

Americans, though small, more than tripled, from 1 percent to 3.5 percent. 

We see similar trends for master’s and bachelor’s degrees.20

Increases among women and African Americans, however, have not been 

uniform across fields of study. In particular, women and African American 

doctoral recipients have tended to gravitate toward psychology and the life 

sciences, and to avoid engineering. For example, in 2014, women accounted 

for 73.5 percent of psychology doctorate degrees. Alternatively, women 

have traditionally received the lowest share of doctoral degrees in engi-

neering; that figure was just 22.8 percent in 2014. Similarly, among STEM 

fields, the highest share of African American doctorates was in psychology 
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(7.9 percent), and the lowest was in engineering (1.7 percent). These dis-

ciplinary differences are important, because engineering is the discipline 

most closely associated with patenting.

Clearly, there are persistent barriers to women and African Americans 

pursuing advanced degrees in STEM fields in general and in engineering 

in particular. But what does this education gap look like in practice? Jenni-

fer Selvidge, a senior honors student in materials engineering at MIT, cap-

tured the frustrations of many women and African Americans in her 2014 

article “Pushing Women and People of Color out of Science before We Go 

In.” She reported being told “hundreds of times” that, as a woman, she 

did not deserve to be at MIT and that metallurgy was a “man’s field.” She 

endured sexual harassment by her male teaching assistants and witnessed 

male professors attempting to publicly humiliate the few women professors 

in her department. She observed students of color being actively advised to 

change majors and leave her department; she also heard a teaching assis-

tant argue that “black Americans are genetically inferior due to slavery era 

breeding practices.” And this was at the leading engineering school in the 

country, if not the world.21

America will not fully realize its scientific potential and ever higher eco-

nomic growth and living standards unless we encourage more women, Afri-

can Americans, and other underrepresented groups to earn degrees in STEM 

fields and train for STEM careers. Indeed, the education gap in pink and 

black— that is, the limited pool of technically trained women and African 

Americans— helps explain the gaps in the second and third stages (inven-

tion, commercialization) of the innovation process.

The Invention Gap

Invention is the second stage of participation in the innovation economy. As 

with the education gap, there are historical and structural barriers underly-

ing the invention gap. For centuries, individual women and African Ameri-

cans were unwelcome in the white, male culture of the corporate R&D labs 

and were barred from joining professional scientific and engineering societ-

ies. Discrimination thus deprived them of the social capital and connections 

required to advance their careers and develop their inventions.22

Legal access to the US patent system offered greater but still limited 

opportunities for women and African Americans. There was no language in 

the original Patent Act of 1790 limiting patentees based on gender, race, 
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age, or religion; decades before emancipation and universal suffrage, women 

and (free) blacks could, and did, invent and earn US patents.23 Still, women 

and African Americans did not have equal protection under the patent laws. 

Although free blacks were allowed to obtain patents, the Patent Office refused 

to grant patents to enslaved blacks. Moreover, laws in many states assigned 

all marital property rights to husbands and prohibited married women from 

owning or controlling patents in their own names.24

Contemporary measures of inventive activity among women and  African 

Americans reveal evidence of increased participation, but also continued 

barriers to access. We can measure the relative participation of women 

and African Americans in invention through data on employment, salaries, 

and patents.

In the realm of technical employment, women’s participation in the 

invention stage has grown modestly. Between 1993 and 2015, women in 

S&E occupations rose from 23 percent to 28 percent.25 Still, there were sig-

nificant intersectional differences. White women constituted 18 percent of 

the total, while African American women accounted for just 2 percent.26

Digging into the data of what women and African American doctorate 

holders actually do on the job raises additional concerns about their partici-

pation as innovators (figure 12.2). First, the majority of such graduates are 

not employed in science and engineering occupations at all. Additionally, 

while more than half the people in S&E- related occupations are women 

scientists and engineers, they tend to be in supporting roles, such as tech-

nicians and precollege teaching, rather than inventing roles. Moreover, 

differences in fields of educational training are compounded in the career 

trajectories of women and African Americans with S&E degrees. More than 

two- thirds of psychologists are women, and women are more concentrated 

in life sciences relative to men but less concentrated in computer and math-

ematical sciences.27

Similarly, African American scientists and engineers make up just 4.8 

percent of S&E occupations. African American scientists and engineers also 

are more concentrated among social and related scientists and computer 

systems analysts than in other occupations. Among S&E- related occupa-

tions, African American scientists and engineers are more concentrated in 

health- related occupations and in precollege teaching than in other occu-

pations. Almost twice as many African American scientists and engineers 

are in non- S&E occupations as are in S&E occupations.
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Problems of retention also plague the innovation economy. Women leave 

for various reasons, including childcare, family leave policies, and work-

place environment.28 Such departures have implications for the earnings of 

women innovators. On average, women’s wages will be lower outside the 

innovation economy, so the departures of technically trained women tend 

to exacerbate the income inequality that already exists between the innova-

tion and noninnovation economy.

While employment rates are increasing among women and under-

represented minority scientists and engineers, unemployment rates vary 

significantly by gender and by racial and ethnic group (figure 12.3). The 

unemployment rate for African American women is higher than the unem-

ployment rate overall, nearly double that of all scientists and engineers and 

more than double that of white women scientists and engineers. Unem-

ployment for underrepresented minority men, at just above 4 percent, is 

higher than for white and Asian men and higher than the average for all 

scientists and engineers.29 Similar to the data on occupations, scientists and 

engineers with greater experiences of unemployment will likely be poorer 

and less able to accumulate wealth than their counterparts with lesser expe-

riences of unemployment.

Yet another gap related to invention is based on the kinds of institutions 

in which women and African Americans are employed (figure 12.4). Most 

scientists and engineers are employed in industry. Apart from underrepre-

sented minority men, the second and third sectors of employment are edu-

cation and government. On average, government and education salaries 

are lower than those in industry, further deepening the income inequality 

among S&E workers. Most importantly, while many workers in government 

laboratories work hard at patenting, they have binding constraints relative 

to their private sector peers and are less likely to commercialize their inven-

tions. This can have even greater implications for wealth inequality in the 

innovation stage of technology commercialization.

Salary and income data indicate other markers of inequality in innova-

tion jobs. The earnings or income gap between workers in the innovation 

economy and the overall economy is substantial. A worker in the innova-

tion economy earned 63 percent more than the average American worker in 

2014.30 To be sure, this divergence in income is consistent with and related 

to overall income inequality in the United States.
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Just as incomes vary between innovation and the rest of the economy, 

they also vary among those within the innovation economy, particularly 

by gender and race. While the median salary for men in the innovation 

economy in 2010 was $80,000, it was only $53,000 for women. The gap 

between the median salary for African Americans and whites is not as large 

as it is between men and women. In 2010, the median salary for whites was 

$72,000, and for African Americans it was $56,000, or 78 percent of the 

median salary for whites.31 Overall, there are still significant gender and 

racial gaps, but they appear to be closing. In 2015, for example, the median 

salary was $87,000 for men and $62,000 for women, or 71 percent of the 

median male salary.32 In 2015, this share had moved only slightly to 79 

percent. For S&E occupations, this share narrows to 92 percent.

Patent data provide yet another means of measuring inequality in inven-

tive activity.33 In earlier research, my colleagues and I demonstrated that 

women and African Americans lag far behind other US inventors with 

respect to patent activity. Using USPTO data from 1970 to 2006, we cal-

culated that patent output for all US inventors is 235 patents per million; 

for women it is forty patents per million; and for African Americans it is 

six patents per million.34 Moreover, economist Raj Chetty has found that 

a propensity to patent is closely associated with prior exposure to inven-

tive activity and multigenerational income and wealth disparities. In other 

words, children from high- income families who grow up around other 

inventors are more likely to patent, while children from low- income fami-

lies with limited exposure to emerging technology are less likely to patent.35 

Together, these two findings suggest a perpetual and intractable invention 

gap that is difficult to close.

Overall, women and African Americans are less likely to work in science 

and engineering jobs, are paid less for doing those jobs, and are less likely 

to earn US patents. But how is this discrimination manifested in the work-

place? The discrimination underlying the invention gap was on public dis-

play in 2017 when Google engineer James Damore wrote an internal memo 

that leaked and went viral arguing that women were underrepresented in 

technology careers because of “inherent psychological differences.”36 A few 

weeks later, a former Google software engineer, Kelly Ellis, and two other 

women sued Google, alleging discrimination in both pay and promotion. 

These incidents followed a spring 2017 report in which the US Department 

of Labor investigated systemic discrimination against women at Google.37 
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Although the courts have yet to rule on the case, one could hypothesize 

that unequal salaries contribute to women’s anemic pursuit of S&E degrees 

and careers, thereby perpetuating their underrepresentation. Consequently, 

men like Damore— who, because of the gaps, have never worked on diver-

sified teams— may continue to perpetuate the stereotype that women and 

minorities simply do not belong in the high- tech professions. It is a vicious 

cycle.

The Innovation Gap

The commercialization of inventions is the third and final stage of partici-

pation in the innovation economy. This stage is also where diverse groups— 

women and underrepresented minorities— are most scarce. The preceding 

section showed that women and African Americans are less likely to have 

a patent and to work in the innovation economy. Given these gaps, it is 

reasonable to assume that the commercialization gap is wide from the start. 

Indeed, women and African Americans are less likely to found a firm based 

on a patented invention or to be a venture capitalist or tech investor in 

early- stage start- ups. Therefore, they are less likely to profit from the com-

mercialization stage.

Commercialization requires drawing on financial and social capital 

to introduce the invention into society. Historically, women and African 

Americans have had diminished access to these resources and so have devel-

oped alternative strategies.38 For example, women and African American 

inventors once purposefully obscured their identities in order to sidestep 

discrimination and profit from their inventions. Garrett Morgan, an Afri-

can American inventor based in Cleveland, correctly surmised that white 

consumers would be skeptical of buying products from a black inventor. 

At the turn of the twentieth century, Morgan hired white actors to portray 

him in order to sell his gas mask, traffic signal, and other products.39 Dis-

crimination also forced women and African Americans into bad deals or 

to forego commercialization entirely. For example, in 1888, Ellen Eglin of 

Washington, D.C., sold her patented clothes wringer to a patent agent for 

a mere eighteen dollars rather than build a business around the patent.40

Social conditions have improved enormously over the last century, but 

today’s women and African American inventors continue to struggle with 

commercialization. Contemporary inventors have four methods of generat-

ing income from an invention: (1) engage in entrepreneurship and start a 
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new firm (or business unit) to develop, manufacture, and sell the invention; 

(2) assign (i.e., sell) the patented invention for a lump sum; (3) license the 

patented invention to another manufacturer and collect royalties until the 

patent expires; or (4) sue patent infringers to collect owed royalties and 

damages as a so- called patent troll. Economists can access data on certain 

of these approaches but not others. Consequently, I measure the innova-

tion gap by focusing on data regarding entrepreneurship, firm ownership, 

patent assignments, and wealth accumulation from assets developed in the 

innovation economy.

Commercialization, particularly entrepreneurship and equity ownership 

of high- tech firms, is the stage of the innovative process where entrepre-

neurs find the largest pecuniary gains. Those who own equity stakes in 

high- tech companies— for example, angel and venture capital investors, 

founders, and employees with stock options— stand to profit greatly from 

initial public offerings, acquisitions, mergers and acquisitions, stock splits, 

and other liquidity events. Among the Forbes list of richest people in the 

world, five of the top ten derive their wealth primarily from the innovation 

economy. However, all ten are men, and none are black.41

The high market valuations and sheer size of transactions among high- 

tech firms mean that those with equity ownership stakes stand to profit 

handsomely. For example, Apple’s market capitalization recently hit the 

$1 trillion market cap, which is greater than the size of the economy (GDP) 

of a number of the world’s richest countries, including Argentina, Sweden, 

Switzerland, and Turkey.42 The nine tech firms with initial public offerings 

(IPOs) in 2017 are collectively valued at roughly $36 billion.43

However, it is difficult to find women and African Americans among 

the ranks of venture capitalists, entrepreneurs, and (senior) management 

teams. For example, according to a study by the National Venture Capital 

Association (NVCA) in 2015, only 11 percent of venture capitalists were 

women, and only 2 percent were African Americans.44 The NVCA also 

reported that in 2014, less than 7 percent of US venture capital funds were 

invested in businesses founded by women, and less than 1 percent were 

invested in businesses founded by African American women.45 A differ-

ent study by First Round Capital provided similarly bleak numbers: female 

CEOs receive only 2.7 percent of all venture funding, while women of color 

get virtually none— 0.2 percent.46
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This homogeneity extends from the investors to high- tech entrepreneurs 

and executives. Women and African Americans often work in the legal and 

marketing departments of high- tech firms, but there are few women in 

senior technical roles, in executive positions, or on boards of directors. For 

example, in 2014, Fortune ranked the relative diversity of several large tech 

firms based on recently released demographic data. With respect to women 

executives, Indiegogo was ranked highest, with women constituting 43 per-

cent of leadership roles. Cisco and Pinterest were ranked lowest, with only 

19 percent women in these roles. Women constituted just 18.7 percent of 

boards of S&P 500 firms in 2014, which was up from 16.3 percent in 2011.47

This lack of gender, racial, and ethnic diversity in the innovation econ-

omy is often attributed to a lack of mentors and social networks, implicit 

bias, and, to a lesser extent, the feeble pipeline of potential entrepreneurs, 

executives, board members, and funders.48 Again, we see a vicious cycle: 

there are few women and African Americans in high tech, so there are fewer 

mentors, social networks, and colleagues helping to shepherd a more diverse 

set of investors and entrepreneurs into the innovation economy.

With regard to commercialization, these findings are troubling because a 

large and growing literature suggests that more diverse teams produce better 

outcomes.49 For example, First Round Capital reports that founding teams 

that include a woman outperform their all- male peers by 63 percent.50 This 

homogeneity among VCs, and the resulting suboptimal financing of proj-

ects, is clearly a bad outcome for women and African American founders 

and entrepreneurs, but also for the overall economy, which depends on the 

commercialization of new ideas to raise incomes and living standards.

Patent assignment is another simple measure of potential commercial-

ization recorded in USPTO data. Patents are typically sold by independent 

or employee inventors to entities such as corporations, government agen-

cies, universities, and research institutions. For example, venture capitalists 

often prefer investing in founders with patents and patents pending, and 

they typically require them to assign the patents to the start- up as a con-

dition of investment. In addition, as part of their employment contracts, 

corporate, university, and government employees who produce inventions 

on the job are contractually obligated to immediately assign their patents 

to their employers (usually for one dollar) once they are issued by the 

USPTO. The assignees (the buyers) may or may not choose to commercialize 
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these inventions, so assignments are an admittedly imperfect proxy for 

commercialization.51

Economists have particularly good data on corporate and government 

patent assignments as a measure of the commercialization gap. The pre-

vious section showed that women and African Americans are less likely 

to earn patents. But they are also less likely to sell those patents. Women 

inventors’ odds of assigning a patent at issue to a public firm are 51 percent 

lower than men’s odds; similarly, African American inventors’ assignment 

odds are 46 percent lower than other US inventors’ odds.52

In addition, the high concentration of African American scientists and 

engineers in the government sector (see figure 12.4) has implications for 

wealth accumulation and inequality. The Bayh- Dole Act of 1980 permit-

ted universities and corporations to own and commercialize any patents 

earned as a result of federal research funding. However, the US government 

still owns any patents earned by federal employees.53 In general, commer-

cialization is more difficult in the government (versus the private) sector 

due to strict ethics policies and is less likely to occur due to lack of incen-

tives and risk aversion among government employees and contractors.54 

Moreover, African Americans who begin assigning their patents to govern-

ment entities are more likely to continue to assign to government entities 

rather than corporate entities, unlike their white coinventors on the origi-

nal government- assigned patents.55 Therefore, African American scientists 

and engineers, who tend to be more concentrated in government service, 

are less likely to realize financial returns from their patents.

Overall, women and African American inventors are significantly less 

likely than their US inventor counterparts to obtain and commercialize a 

patent. Women and African Americans are also underrepresented among 

venture capitalists, are less likely to receive start- up capital and launch new 

firms, and thus are less likely to own equity stakes in high- tech firms as a 

founder, senior manager, executive, or board member. In short, women and 

African Americans face significant challenges when it comes to commer-

cializing their inventive activity. But how is this manifest in the real world? 

What does this innovation gap look like in practice?

This innovation gap was in the public eye in 2012 when Ellen Pao sued 

her employer, the noted venture capital firm Kleiner Perkins Caufield & 

Byers, for gender discrimination. Pao alleged that the firm’s male partners 
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excluded her from key meetings and harassed her when she spoke out; she 

was ultimately passed over for promotion. In the midst of the lawsuit, she 

became the CEO of Reddit and faced additional gender- related harassment 

and threats of violence when she called for the removal of objectionable 

content from the site’s message boards. Pao ultimately lost her discrimina-

tion lawsuit, but in the process she has become an advocate for diversity 

and inclusion, and a symbol of the difficulties women face in the male- 

dominated high- tech and venture capital industries.56 In the end, systemic 

gender and racial discrimination in the high- tech and venture capital sec-

tors drives a wedge between good ideas, capital, and the commercialization 

of those ideas.

Why Does It Matter?

Women and African Americans are underrepresented in the innovation 

economy. At each stage of the innovation process— including techni-

cal training, employment, patenting, financing, entrepreneurship, and 

commercialization— women and African Americans participate at lower 

rates than their counterparts.

Why does it matter? First, because of these gaps, our economy is not as 

strong as it should be. These findings suggest a misallocation of resources 

that could contribute to suboptimal rates of economic growth. For exam-

ple, we know that coed patent teams are more productive than single- sex 

teams with respect to the most valuable patents; likewise, start- up teams that 

include a woman outperform their all- male peers.57 There is an opportunity 

cost to gender and racial discrimination, so patent teams, start- up firms, and 

the overall economy will continue to underperform without more emphasis 

on diversity and inclusion.

Second, because of these gaps, women and Africans Americans have 

not been able to enjoy their fair share of innovation’s ample rewards. As 

we have seen, relative to other sectors, the innovation economy gener-

ates high incomes and considerable wealth. In addition, the leaders of 

the high- tech sector— including Bill Gates, Elon Musk, Mark Zuckerberg, 

and Jeff Bezos— wield considerable social, cultural, and political influence. 

However, if women and African Americans are disproportionately absent 

from the sector, they are deprived of their fair share of opportunity, wealth, 
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and influence. Indeed, inequality in the innovation sector undermines the 

American ideals of equal opportunity and a shared responsibility to achieve 

shared prosperity.

Third, these gender and racial gaps raise fundamental concerns related to 

growing income and wealth inequality. In the economics literature, there 

is mounting evidence of increases in both types of inequality. For example, 

income- tax data suggests that levels of income inequality are higher now 

than they were during the Gilded Age.58 In just the period from 1993 to 

2011, real income growth was nearly ten times higher for the top 1 per-

cent compared to the bottom 99 percent— 57.5 percent compared to 5.8 

percent.59

With its high salaries, stock options, and huge IPOs, the innovation 

economy has been a driver of this overall income and wealth inequality. 

However, there are also huge income and wealth inequalities within the 

innovation economy. The financial industry notwithstanding, the innova-

tion sector likely offers the starkest examples depicting that, over time, the 

rate of return to financial capital (dividends, interest, and especially capital 

gains) strictly exceeds the rate of return to human capital (wages).60 We can 

see this income and wealth divergence among the sector’s highly skilled 

(but salaried) software programmers, marketers, and lawyers, and the bil-

lionaire founders and venture capitalists who own sizable equity stakes in 

publicly traded firms. Women and African Americans have a harder time 

even entering the innovation sector, and those who do tend to be salaried 

employees versus owner- capitalists. Clearly, the income and wealth gap 

within, and relative to, the innovation economy is also related to overall 

income and wealth inequality in the United States.

Why would economists and the public care about these distributional 

issues? First, with respect to well- being, individuals assess their incomes, or 

economic well- being, in relative rather than absolute terms. Large and sus-

tained divergence in incomes within the innovation economy may result 

in additional discontent and turmoil within that sector. In addition, work-

ers in other sectors of the economy may become increasingly demoralized 

as they witness the huge income and wealth gains— and disproportionate 

political influence— of the top tier of the innovation sector. It is rare for eco-

nomic policymaking bodies and leaders— such as the IMF, former Council 

of Economic Advisers chair Alan Krueger, and former Federal Reserve chair 

Janet Yellen— to discuss income and wealth inequality and its implications 
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publicly, but recently they have done so and are doing so increasingly.61 

Three consequences are of particular concern to economic policymaking 

bodies: a fall in intergenerational mobility, families borrowing beyond their 

means (which could lead to another financial crisis), and political decisions 

that are likely to result in policies that lead to even lower growth. Any of 

these frustrations could eventually boil over into more social unrest, which 

in turn may lead to lower growth rates.

Conclusion: What Is to Be Done?

How might we address the underrepresentation of women and African 

Americans in the innovation economy? How might we intervene at each 

stage of the innovation process? Is there a role for policy?

Before suggesting any policies, researchers should first calculate and quan-

tify the opportunity cost associated with current practice. Recent research 

finds that women’s underrepresentation in engineering, development, and 

design jobs explains much of the patent gap between men and women and 

that closing the gap could increase US GDP per capita by 2.7 percent.62 In 

an analysis of the NSF’s Survey of Earned Doctorates, I have also suggested 

that the inclusion of more women and African Americans in the initial 

stages of the innovation process could increase GDP per capita by 0.64 to 

3.3 percent.63 Although this research focuses on BA and PhD holders, the 

policy prescription is similar: address barriers that keep women and African 

Americans from engaging more fully in the innovation economy.

Another modest policy proposal involves data. It is still difficult to obtain 

demographic data on patentees, so there should be a sustained collabora-

tive effort by government agencies to make such data available to research-

ers. Currently, there is an effort to match patent data to census data at 

secure federal Research Data Centers (RDCs). Similarly, the UMETRICS ini-

tiative tracks federal spending on science and technology research projects, 

with some additional demographic data available via the RDCs. These data 

initiatives should be sustained and extended.

Finally, policymakers should specifically focus on addressing diversity 

and inclusion in patenting. Since most patenting occurs within firms, such 

policy prescriptions will likely be developed and implemented by the firms 

themselves. Fortunately, there is a compelling business case for reforms. 

Diverse, coed patent teams are more productive than homogeneous, 
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single- sex teams, so enlightened workplace inclusion policies are good for 

high- tech workers but also good for business.

Economists need to collect more data and conduct more research to 

address the innovation gap adequately, recommend appropriate changes, 

and reallocate resources better. The broader inclusion of women and Afri-

can Americans in the innovation economy should help us realize our inno-

vation potential and, as a result, higher living standards and greater shared 

prosperity. There is much to be gained from this effort and much to be lost 

if we fail to act. If women and African Americans continue to be underrep-

resented in the innovation economy, we may face a future with lower rates 

of economic growth, widespread income and wealth inequality, a political 

process influenced only by top earners, and ultimately, social unrest.
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We start with a crucial distinction: the difference between innovation and 

the way people talk about it. On the one hand, there are the various acts 

that we can refer to as innovation. On the other hand, there is all the talk 

about innovation, a public discourse that we refer to as “innovation- speak.” 

These things are related but conceptually distinct; indeed, for over ten years 

now we have seen prominent professionals complain about innovation- 

speak as a way to defend the act of innovation. For example, in 2005 

designer and writer Michael Bierut bemoaned the “cult of innovation,” 

complained that innovation was a “euphemism,” a “bandwagon,” and a 

“fad,” and reminded his readers of a warning from the legendary designer 

Charles Eames: “Innovate as a last resort: More horrors are done in the 

name of innovation than any other.”1

Bierut’s skepticism places him in a distinct minority. Innovation- speak 

flourished over the next decade, despite warnings from cheerleaders of busi-

ness and technology that innovation had become “the most overused word 

in America” (Wired) and that the term had “begun to lose meaning” (Wall 

Street Journal).2 Academics also began to wonder what the appealing term 

was obscuring. In 2008 historian Benoît Godin began a critical history of 

the idea and concept of innovation; by early 2014, we were regularly point-

ing out the overuse of the term “innovation” in our classrooms, at confer-

ences, and in online discussions.3 We published our views in the online 

magazine Aeon in a 2016 essay titled “Hail the Maintainers,” which laid 

out a critique of innovation- speak and proposed an alternative vision of 

technology- in- society with maintenance at the center.

The starting point of our critique is a simple idea: innovation- speak does 

not adequately capture the essence of human life with technology. It is true 

that our culture’s recent obsession with innovation has generated a deeper 
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and more meaningful understanding of where innovation and innovators 

come from. Innovation is important. It has played an essential role in eco-

nomic growth and improved quality of life.

But this focus on innovation has an unfortunate side effect, which has 

been to obscure so many other aspects of technology and its social con-

sequences. More troubling, innovation is often treated as value- in- itself 

and as a panacea: technological change will save us without our ever hav-

ing to enter into human dialogue. At its most extreme, innovation- speak 

actively devalues the work of most humans, including most college gradu-

ates, and could actually harm the self- conceptions of students who end up 

in completely essential but noninnovative careers. To put it another way, 

chronicles of various acts of creation and innovation are not one and the 

same as the totality of human experience with technology. Indeed, when 

we reflect on human life with technology, we conclude that most human 

effort around technology involves maintenance, repair, upkeep, and mun-

dane labor.

Our purpose in this essay is to offer a holistic picture of human life with 

technology and to give suggestions for how education might be aligned 

with this picture. We focus on engineering education, because innovation- 

speak is particularly rampant in that domain. We argue in the end that 

reorienting engineering education around an ethics of care provides a new 

and refreshing vision that liberates us from the constraints of innovation- 

speak. In turn, this creates space for both innovative and noninnovative 

work and provides a more accurate and grounded vision of technology and 

society. The entirety of the subjects we are engaging— from innovation- 

speak, to the social roles of the maintainers, to the ethics of care— are 

rooted in the stories we tell each other about the world. If we are correct in 

arguing that we would be better off once we move past our societal obses-

sion with innovation, our first steps should be to change the tales we tell 

about technology and society.

Innovation- Speak and the Transformation of American Universities

Use of the word “innovation” has increased greatly since World War II and 

even more intensely since the 1990s, but this shift builds on a much longer 

history of technology and culture. Recent work by historians such as Deir-

dre McCloskey and Joel Mokyr suggests that one important source of the 
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British Industrial Revolution was a cultural revaluation of work, technical 

knowledge, and material novelty.4 As invention was accorded increasing 

social status, more bright and capable individuals went into the business of 

invention and the exploitation of nature. In the United States, these cul-

tural developments were associated with heroes such as Benjamin Franklin. 

More explicitly, by the 1850s and 1860s, popular authors such as Samuel 

Smiles celebrated engineers both as idols who brought material improve-

ments to the lives of many and as paragons of Smiles’s moral ideal of “self- 

help.” By the late nineteenth century, a “cult of invention” had developed 

around popular figures such as Thomas Edison and Alexander Graham Bell.

In the early twentieth century, corporations started building R&D labs to 

institutionalize the method of invention and to build corporate strategies 

around continuous and predictable patterns of innovation.5 The pioneers 

of industrial R&D figured out how to harness the imagery of invention 

for the purposes of marketing and self- promotion. Two prominent exam-

ples were General Electric’s “House of Magic” and General Motors’ annual 

model changes, auto shows, and industrial musical films.

This corporatization of invention— both as a material reality and as cor-

porate imagery to hawk on the market— often went hand- in- hand with a 

deeper cultural reliance on material progress. Scholars refer to this reliance 

as the “technological fix,” which is a fundamental faith that deep social 

problems can be resolved simply though technical change rather than 

through a political rearrangement of social structures. In the post– World 

War II period, this worldview in the United States increasingly became 

tied to an anti- communist celebration of free enterprise, such as that in 

the Kitchen Debate in Moscow and at Disney World’s EPCOT Center (the 

Experimental Prototype Community of Tomorrow), which received support 

from a number of corporations.

The discourse of innovation- speak developed in this context, and it 

stemmed from multiple sources. One of the most important for our pur-

poses is the rise of the economics of innovation, or more broadly, “inno-

vation studies.” In the late 1950s and 1960s, economists including Robert 

Solow and Kenneth Arrow hypothesized that technological change, or 

innovation, was a significant factor in economic growth. Within a few 

years, this hypothesis had hardened into orthodoxy within some schools 

of economic thought. The notion of innovation increasingly became tied 

to technology, and the term “technological innovation” took off in the 
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1960s.6 A turn to making innovation a normative aspiration— something 

we should do, rather than something that just happens in the world— 

was significantly enhanced by the rise of “innovation policy” in the late 

1970s, which asserted that government activity could and should increase 

innovation.7

The connections between innovation and fear in economic policy were 

supported by American foreign policy. In the two world wars and through-

out the Cold War, American policymakers agreed that military superiority 

depended on scientific and technological superiority. This consensus drove 

substantial investments in conventional weapons; more lethal chemical 

and nuclear weapons; new approaches to naval, aerial, and space vessels; 

and basic science investments in solid- state components and computing 

devices.

Even after the end of the Cold War and the emergence of the United 

States as the world’s sole military superpower, fear continued to be a power-

ful motivator for American innovation policy at home. In the United States, 

the turn to innovation policy was directly tied to a cultural fear of Japan, 

particularly economic competition from that nation but also a worry that 

the Japanese would take over US institutions and push their cultural prac-

tices on American workers. From that time forward, innovation- speak has 

been a discourse of fear. Rust Belt towns that were falling behind sought to 

make themselves the next Silicon Valley. Businesses paid oodles to profes-

sor and consultant Clayton Christensen, who coined the term “disruptive 

innovation” in the hopes that he could help them avert the possibility 

of their companies being overthrown by outsider, upstart firms. Corporate 

executives, university presidents, and science policy gurus increasingly 

told stories about how the American education system was falling behind, 

especially when it came to science and technology, and about how young 

people would be cast adrift unless they received degrees in so- called STEM 

fields.

Moreover, since the 1980s, American universities have increasingly been 

re- created in the corporate image, and most of the changes have been made 

in the name of innovation. As Philip Mirowski and others have detailed, new 

laws and other institutional changes have been aimed at turning universi-

ties into patent factories.8 The Bayh- Dole Act of 1980, for instance, allowed 

researchers to patent inventions created through federal funding, some-

thing that had previously been forbidden when the running assumption 
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was that federal money should benefit public rather than private goods. As 

corporations have scaled back expenditures on R&D, the National Science 

Foundation and other funders have increasingly become focused on knowl-

edge that is exploitable in the short term, rather than on long- run basic 

science. In their grant proposals, scientists and engineers have to claim that 

they are doing something novel and innovative rather than advancing fun-

damental scientific knowledge. University business models have become 

more and more dependent on the “overhead” from sponsored research, 

and university administrators have come to measure the value of faculty 

members by how much grant money they can pull down.

Universities have also come to accept the idea that it is their core mission 

to create innovators. Often this impetus goes hand in hand with a celebra-

tion of STEM education, with scientific and engineering knowledge being 

seen as the key to innovative activity, but the current focus on innovation 

and entrepreneurship in higher education goes well beyond the bounds of 

STEM.9 The University Innovation Fellows (UIF) program, is a good exam-

ple of this wider cultural trend.10 Initially funded by the National Science 

Foundation, the UIF is a training program and social network for students 

at all levels of university education. UIF encourages students to imagine 

themselves as “change agents” who must disrupt the stodgy ways of their 

universities and introduce innovations. Armed with sticky notes, white-

boards, and a “fail fast” mentality, the students are “empowered” to value 

discontinuity, novelty, and change rather than continuity, tradition, and 

care. They go down this path of disruption with little reflection on what 

ends such changes are meant to accomplish. Innovation is assumed to be 

a value in itself: UIF’s website is filled with words such as “change,” “inno-

vation,” “creativity,” and “entrepreneurship,” with minimal reflection on 

what changes are desirable or what ends are hoped to be reached. While it 

is unclear what values motivate the UIF— beyond the nonvalue of change 

for its own sake— it seems certain that the fellows get a deep education in 

creating hype.

Taking all of these recent historical developments together, it is clear 

that the innovation idea is more than an overused business slogan. It has 

come to form the basis of a thoroughgoing reform of basic cultural insti-

tutions including but not limited to schools and universities. Innovation 

has become the yardstick in universities both for the outcomes of fac-

ulty research, that is, patents and grant money, and for the outcomes of 
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undergraduate education— STEM majors winning high- paying jobs in tech 

sectors.

Innovation- Speak and the Training of Engineers

Engineering schools have become particularly fertile grounds for 

innovation- speak. Many engineering students now take required courses in 

entrepreneurship and design sequences focused on innovation. These stu-

dents are rarely told that the narrative of innovation- speak, particularly ver-

sions having to do with STEM education, also serve the economic interests 

of these schools. The rhetoric of “innovation” and high- paying engineering 

jobs becomes a natural and almost effortless form of marketing in today’s 

culture of uncertainty and anxiety, including the very real concerns about 

the cost of education, student debt, and return on investment.

The innovation focus in university engineering schools builds on long 

traditions within engineering education and the engineering profession, 

which typically center on invention and design. Engineering degrees com-

monly end with capstone or “senior design” projects that involve the cre-

ation of new things and not with more mundane (and realistic) engineering 

undertakings. For example, engineering students often help build robots or 

electric cars, create a computer program, or design remotely piloted drones. 

Yet most engineers do not take part in design activities once on the job. 

Professional engineering societies reinforce this focus on design and nov-

elty in several key ways. They hand out awards and fellowships primarily 

to engineers who have created new technologies rather than to engineering 

leaders who have played fundamental roles in keeping systems and enter-

prises running smoothly. The IEEE’s highest award, the Medal of Honor, for 

instance, has as its evaluation criteria “substantial significance of achieve-

ment, originality, impact on society, impact on profession, publications, 

and patents related to achievement.” Lists of recent winners make clear 

that these criteria are understood in terms of invention and innovation. 

Similarly, the National Academy of Engineering’s Draper Prize— its highest 

prize— typically rewards new inventions.11 Moreover, in 2008, the National 

Academy of Engineering put out its Grand Challenges for Engineering, 

which are almost wholly described in terms of creating new things to solve 

deep social problems— the technological fix writ large.

Some proposals to reform engineering education go further, arguing that 

it should be remade in the image (and language) of Silicon Valley. One 
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clear example of this today is the so- called Big Beacon Movement in engi-

neering education, which, borrowing from the “revolutionary” language 

of innovation- speak, aims to show “how all stakeholders can collaborate 

to disrupt the status quo.”12 Unsurprisingly, Big Beacon receives a lauda-

tory shout out on the homepage of the UIF, which itself views universities 

as backward, bureaucratic organizations in need of revolutionary change. 

In their book A Whole New Engineer: The Coming Revolution in Engineering 

Education, Big Beacon cofounders David Goldberg and Mark Somerville 

put forward a vision that badly misrepresents the nature of technology and 

society.13 The entire book is conceived in destructive and fearful terms as 

detailed in the epilogue, “Invitation to Collaborative Disruption: Will Dis-

ruption Shape Us, or Will We Shape It?” On top of chapters full of buzzwords 

(“Changing How We Change: From Bureaucracy to Change Management”), 

four of the book’s nine chapters contain the phrase “whole new.” Accord-

ing to the authors, we need “whole new” engineers, learners, professors, 

even a “whole new” culture. But is there really nothing in our culture worth 

preserving? Is it really true that the technologies around us are entirely 

new, or should be? Is it even imaginable that engineers will deal only with 

the “whole new” rather than having to learn how to wisely manage and 

maintain the old?

Engineering Is Maintenance

If you adopt even a modestly critical point of view, you will quickly con-

clude that the rhetoric in works such as The Whole New Engineer is simply 

out of touch with ordinary life. If you look at the room around you, you 

will see many mundane technologies— including tables, chairs, light bulbs, 

bookshelves, books, electric fans— that have gone through long processes 

of incremental change but have been largely unaltered for decades, even 

centuries. Just behind the walls are other technologies— water and waste 

pipes, HVAC ducts, electric wiring— that are similarly old and unremark-

able. If you commuted today, you likely crossed roads, bridges, railroad 

beds, or subway systems that would not have looked surprising or foreign 

to someone living in the 1920s. Many of the technologies that you have 

used to live today— electric or gas stoves for cooking your breakfast, run-

ning water for washing your dirty body, toilets for sending your waste 

away— are not “whole new,” are not revolutionary, are not innovative in 
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any significant way, and yet they are totally necessary. Moreover, the vast 

quantity of human labor is aimed at keeping these fundamental systems 

running, rather than at introducing wholly new technologies, and human 

society relies on these systems to keep itself going (for instance, prepping 

food to keep us from starving). According to one study, over 70 percent of 

engineers work on maintaining or overseeing existing systems rather than 

designing new ones.14 Furthermore, there are many technological systems— 

such as electricity, water, phone, and internet services— that we do not 

want to see “disrupted”; rather, we value reliable, continuous, high- quality 

service.

Unfortunately, it is not only engineering education that misses the fun-

damental importance and ubiquitous nature of maintenance. Much of the 

scholarly literature about technology fails to reckon with these basic facts of 

ordinary life with technology. Because historians and others who study the 

social dimensions of technology grew up in a culture that celebrated and 

centered on invention and innovation, their work also has been focused 

on these phenomena. While a few classic works emphasize the centrality 

of maintenance and repair for sustaining and conserving society, in most 

technology studies, maintenance, repair, and upkeep are largely ignored, 

rendered invisible.15 The scholarly focus on invention and innovation has 

greater consequences than simply creating “gaps in the literature.” After 

all, how are engineering professors and other educators to learn and teach 

about the broad history of their fields’ technologies if the available litera-

ture focuses so narrowly on invention?

Mercifully, a growing body of literature has started to improve this situ-

ation. Ruth Schwartz Cowan, for instance, in her classic study More Work 

for Mother examined how women’s housework, much of it maintenance- 

focused, perpetuated and sustained family life.16 Another touchstone book 

in maintenance studies, David Edgerton’s The Shock of the Old, emphasizes 

that most basic technologies around us are old rather than new, ordinary 

rather than novel. Edgerton points out that one reason it is difficult to talk 

about maintenance as a social process is that it often is not counted in eco-

nomic metrics. Canada did ask about maintenance costs for many years in 

an economic survey. For those years, maintenance accounted for between 

11 and 21 percent of GDP, a vastly higher number than innovation- centric 

expenditures such as spending on research and development (R&D), 

which only comprises about 2 percent of GDP in OECD countries today.17 
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Moreover, the study of maintenance and repair has greatly expanded in the 

last decade.18

The real shame of the matter is this: a more holistic, sober, and accurate 

picture of human life with technology has been around for decades, and 

some of the authors who have put it forward, such as Cowan, are relatively 

well- known beyond the boundaries of the small field of technology stud-

ies. The evangelists of innovation who buy too wholly into the rhetoric of 

“whole new” are acting irresponsibly by ignoring diligent research that has 

actionable insights.

Once a more grounded vision is established, it is easy to see that most 

engineering work will always be dedicated to maintaining and conserving 

existing technological systems and using those systems for production, not 

in introducing new systems. Because of the way that industrial societies 

have developed, it could not be any other way. Most civil engineers work 

on keeping up existing physical infrastructures, such as roads and bridges. 

Even in “cutting- edge” fields such as software, about 70 percent of budgets 

go into maintenance and upkeep, whereas only about 8 percent of bud-

gets go into new design, as historian Nathan Ensmenger has noted.19 More-

over, the structure of the engineering workforce means that most engineers 

work with large- scale technological systems, where companies create value 

through quality of service. These engineers know that radical or revolu-

tionary changes usually do little more than irritate customers— and these 

customers tend to complain to regulators and their elected representatives.

To summarize, most engineers are going to be maintainers, and if we 

include our perspective to include all workers, not just engineers, the per-

centage of maintainers will be even higher. Yet innovation- speak actively 

devalues this essential work, which will never be radical, revolutionary, 

or “whole new.” As a discourse that is shoved down the throats of young 

 people, innovation- speak has the potential to generate in them false self- 

images as innovators that turn out to be harmful when they end up in 

jobs that are essential but basically noninnovative. This can lead to real 

disillusionment, not only with society at large but with specific authority 

figures, with students feeling they have been lied to by their university, their 

professors, and maybe even their parents, who encouraged them to pursue 

engineering. We have heard several anecdotes from leaders in business and 

education that acknowledge the crux of the problem: prevailing rhetoric 

encourages everyone to be entrepreneurial innovators who come up with big 
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ideas, but all organizations need many more people who can maintain and 

execute— in other words, who can simply get things done. Given the moral 

hazards of innovation- speak, is there a better way of thinking and telling 

stories about the role of technology in society that can offer a holistic vision 

of maintenance and innovation? We believe so, and we think it is rooted in 

an ethics of care.

An Ethics of Care

In the opening sections, we described a trend: American culture is satu-

rated with the ideology of innovation- speak, and that ideology’s celebrated 

concepts of entrepreneurship and disruption have seeped into engineering 

education. This trend is troubling because it misrepresents the character 

of the work that actual engineers do. We believe these students— and the 

communities they serve— will be better off if they replace notions of inno-

vation and disruption with an ethics of care. The ethics of care arose as part 

of feminist theory in the late twentieth century, most famously in Carol 

Gilligan’s 1982 book In a Different Voice.20 The starting point for the ethics 

of care was a fundamental critique of existing ethical paradigms. Gilligan 

and others believed these paradigms were overly abstract and intellectual 

and, therefore, did not reflect how ethical decisions were actually made in 

ordinary, everyday life.

The ethics of care is rooted in a few basic ideas. First, we are fundamentally 

dependent on one another— a conceptual departure from classical liberal 

theory, which cast us as basically independent and autonomous. Here, the 

authors’ background in technology studies compels us to add that one way 

we humans depend on each other is through technologies and infrastruc-

tures, which require massive collaborative and coordinated efforts to sustain. 

Second, our decision- making must first attend to the marginal and vulner-

able. Such a perspective is often left out of innovation- speak, which brack-

ets how technological change affects people. Silicon Valley, the kingdom of 

the innovation- mouthed, is a horribly unequal place, where multiple poor 

families pack into small ranch houses just to make ends meet.21 Third, rather 

than being rooted in abstract principles, our moral choices should attend and 

respond to the immediate conditions of our context. Indeed, the ethics of 

care can be thought of as an ethics of responsiveness.
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The authors find the ethics of care to be a helpful way of thinking about 

all education, including engineering education, particularly because the 

ethics of care reorients us to thinking about ends rather than means. For 

instance, for many people, the goals of a just society are to provide a high 

quality of life to all in an environmentally sustainable manner. Obviously, 

there are many different ideas about how best to reach these goals, and 

often discussions about these issues are founded on traditional divisions. 

Some individuals believe that the “free market” provides the optimal soci-

ety and that government intervention can only interfere with and degrade 

these processes, while others assert that the state has an active role to play 

in improving life for all.

Ultimately, then, the ethics of care pushes us to have explicit conversa-

tions about values— or put another way, what we each value. Clearly, there is 

no unanimity or even rough consensus around the values our society holds 

dearest, as we live in a diverse social world with many different individuals 

and groups, who hold many different, sometimes conflicting, values. To 

make matters more complicated, the United States has increasingly become 

a partisan society: members of different political parties do not like each 

other. Yet when we help students to reflect on their actual cares and values, 

what they say often flies in the face of the ideology of innovation and entre-

preneurship. For instance, a colleague noted that one of his engineering 

students— a young man who emigrated with his family from India— found 

innovation- speak wholly alienating. The student was interested in finding a 

good job that would allow him to provide for his parents, siblings, and his 

eventual wife and children. In other words, his actual values were oriented 

toward interconnection and care. Our point is that his ultimate work as an 

engineer would likely be similarly oriented. If he came to work as a power 

systems engineer for an electric utility, the reliable electricity he would work 

to produce would help run medical devices and other technologies that 

keep people alive. This work is critical, even if it has nothing to do with 

innovation.

To put the point directly: maintenance is caring. In some cases, indi-

viduals perform maintenance as an expression of care directed at particu-

lar objects, such as when they oil bicycle chains or replace air filters. In 

other cases, this expression of care is directed at people or groups, such as 

when individuals participate in birthday parties or visit nurses, doctors, or 
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therapists. All of these activities are maintenance activities, and they all 

involve care; as such, they invite us to ask: What values and interests are 

cared for when maintenance work is performed? Applied to engineering 

work and engineering education, this question raises an opportunity for 

reflection, not merely on the instrumental value of engineering but also on 

the deeper human values that engineering can support.

We know that engineers are more than capable of reflecting on the funda-

mental values that their work engages. Engineers often conduct such reflec-

tions through the vehicle of their professional societies’ codes of ethics. Let 

us consider briefly the Code of Ethics of the American Society of Mechanical 

Engineers (ASME). As with many other engineering societies, ASME’s code 

focuses primarily on the need for engineers to be objective, fair, and honest 

in their business dealings.22 In other words, the code largely relates to ensur-

ing and increasing the social status and prestige of engineers and toward 

supporting the healthy functioning of capitalism by avoiding crime and 

corruption. But some aspects of the code go beyond such professional mat-

ters. ASME’s code is built on three fundamental principles. The first holds 

that engineers should use “their knowledge and skill for the enhancement of 

human welfare.” This notion is further elaborated in two of the eight “fun-

damental canons,” which build on the fundamental principles. Canon 1 

asserts that “engineers shall hold paramount the safety, health, and welfare 

of the public in the performance of their professional duties.” And canon 8 

reads, “Engineers shall consider environmental impact in the performance 

of their professional duties.” While these principles and canons are fairly 

vague and certainly leave a great deal of leeway for interpretation, they can 

be used to start deeper conversations about values. At a bare minimum, they 

should remind us that engineering goes well beyond innovation.

Put another way, much of modern life depends on well- functioning 

technological systems, and the vast majority of human work will always 

be aimed at maintaining them— that is, the labor is oriented toward taking 

care of the world and its inhabitants. This work is essential, and we should 

value it. Yet care also involves change. If we find a better method of caring 

for the world, we should adopt it, but not in ways that degenerate the qual-

ity of life for others.

For engineering education, this means that we must strike a balance 

between pedagogies that value maintenance and innovation. Innovation 

is important, and it should be part of engineering programs. We know that 
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some reliable factors hamper innovation processes and lead to innovation 

“valleys of death,” and we should teach our students how to surmount 

these barriers if they can. We also need to ignite the imaginations of young 

people, to nurture their creativity, and to teach them that they should resist 

the arbitrary exercise of authority. But such lessons need to sit in a more 

expansive context and broader moral compass. Engineering is fundamen-

tally about caring for technological systems, the humans that rely on them, 

and the natural environments that surround them. Innovation is but a 

small part of that overall process of stewardship.

For sure, we see precursors to the ethics of care in long- running engineer-

ing traditions. For instance, during the 1920s and 1930s, the high moment 

of engineering progressivism, Herbert Hoover and other influential figures 

worshipped at the altar of “efficiency.”23 Increasing efficiency often involved 

the introduction of new technologies and processes— “innovation” in 

today’s language— but it was carried out in the name of conserving resources, 

both financial and natural, and reducing waste, an important moral term 

of that period. In other words, efficiency was more focused on ends than 

means.

Although it has been around since the 1980s, the ethics of care frame-

work and examples focused on operations and maintenance have made 

little headway in engineering education and the ethics courses and mod-

ules that make up engineering curricula. To give one example, Gail Baura’s 

textbook Engineering Ethics: An Industrial Perspective (2006), in many ways 

a strong work, contains thirteen case studies of ethical problems.24 Yet of 

these, nine are wholly or mostly focused on the early stages of technology— 

design, research, and development. As we have seen, roughly 70 percent of 

engineers actually spend their work time focusing on maintenance and the 

oversight of existing technologies. In this way, most existing engineering 

ethics texts do not reflect the actual work that engineers will do, in part 

because they buy into the ideological self- image of engineers as creators.

Moreover, as mentioned earlier, these texts do not fit engineering stu-

dents’ own moral self- understandings. In an interesting study, engineer 

Angela Bielefeldt introduced sixty- four engineering students to five stan-

dard frameworks for thinking about ethics (rights ethics, duty ethics, utili-

tarianism, virtue ethics, and ethics of care) and asked them which theory 

was closest to their own moral worldview.25 The largest number, eighteen, 

chose the ethics of care, a view usually not even covered in such courses. 
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Furthermore, this choice had strong gender and racial/ethnic components. 

About 40 percent of women in the course chose the ethics of care (as 

opposed to 23 percent of their male counterparts), and a staggering 57 per-

cent of Hispanic American students made the same choice. These findings 

suggest that standard engineering education may actually alienate women 

and minorities by limiting them to moral frameworks that do not accord 

with their actual beliefs and experiences. As Bielefeldt suggests, “Teach-

ing engineering ethics through the ethics of care may be helpful to retain 

women and minority students,” a constant, well- known problem in the 

engineering field.

When it comes to teaching the ethics of care, engineering has much 

to learn from other fields and disciplines. The healthcare and K- 12 educa-

tion fields have made the approach a central feature of their training pro-

grams for decades.26 Put another way, engineering educators do not need to 

invent anything from scratch, but they can effectively adapt thinking and 

teaching tools from other fields. For instance, political scientist Joan Tronto 

divides caring into four phases:

1. Caring about, in which the caregiver realizes that there is a potential 

problem

2. Taking care of, in which the caregiver decides the proper course of action

3. Caregiving, in which the action is carried out

4. Care receiving, in which the caregiver assesses the success of the action27

This simple ethics of care schema alone— and there are several others of 

its type— has broad applicability in engineering practice and is something 

not covered in most engineering education. Moreover, it touches on real 

and serious moral lapses in the history of engineering— from the spectacu-

lar, such as Enron using fake maintenance to spike energy prices and induce 

blackouts, to the mundane, such as the fact that maintenance workers are 

often the most frequently injured and killed in industrial operations— that 

could act as cases for this approach.

Taking the ethics of care seriously means that, in addition to courses on 

innovation and entrepreneurship, engineering programs need to introduce 

more courses, experiential opportunities, and capstone projects that focus 

on conservation, maintenance, and upkeep. There are multiple ways to 

introduce engineering students to themes of maintenance. First, students 
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should learn how corporations and engineering professionals manage 

maintenance regimes. Melinda Hodkiewicz, an engineering professor at the 

University of Western Australia and a member of the Maintainers network, 

regularly teaches basic maintenance theories and concepts in her classes.28 

She believes that, at a minimum, students should become familiar with 

reliability- centered maintenance, a formal and standardized process for 

managing system maintenance. But her own teaching goes far beyond these 

basics, and she has some evidence of success. One of her students started 

an internship with a petroleum company and wrote to her soon afterward 

to thank her: “Everybody in the team was really impressed that I had previ-

ous exposure” to basic maintenance theories and concepts.29 “Pretty much 

everything I learned in [Hodkiewicz’s class] is what I’m using in practice. 

It saved them a lot of time when they were explaining the scopes I’d be 

responsible for and also made me look great the first week I started.” In 

other words, introducing students to maintenance is important because 

often it is what they will be doing on the job.

Second, even as students learn about innovation, they should do so with 

an emphasis on its inherent relationship to maintenance. For example, stu-

dents should also understand the notion of designing for easy and efficient 

maintainability. Here, ethical and political topics are unavoidable. Since 

corporations introduced practices of planned obsolescence in the 1920s, 

they have designed for the opposite of maintainability, particularly when 

it comes to consumer products. Some firms go even further, creating what 

some call “forced obsolescence.” For example, Apple stops supporting and 

updating its iPhones after putting out a certain number of new products and 

system upgrades. Even when older phones are still fundamentally sound, 

they become basically unusable. Given that cell phones involve many envi-

ronmentally unfriendly and politically problematic parts and materials, 

forced obsolescence raises serious moral questions. Designing for maintain-

ability involves certain established practices, but it is also a rich opportu-

nity to involve students in ethical discussions about what they owe other 

humans in their professional lives.

Third, maintenance and upkeep can and should form the basis of cap-

stone projects. Such projects could take many forms. Of course, this could 

be as simple as apprising students of how the university’s facilities and 

physical plant staff keep the school going. Other options include having 
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students maintain university depositories of student and faculty publica-

tions, having computer science students work with updating and altering 

back- end legacy code, and working with local transport and infrastructure 

organizations, whether private or public, to manage and update systems 

maintenance routines, particularly if the organization’s practices are inad-

equate or out- of- date. We think that environmental engineering and sus-

tainability management provides a particularly rich way to explore these 

issues, however, and that they should be required of more engineering stu-

dents. Achieving a more sustainable future that greatly reduces the amount 

of greenhouse gases being emitted will of course require innovation. But it 

will also involve rethinking how we use our resources, maintain our physi-

cal infrastructures, and take care of the world around us.

In the end, the ethics of care probably requires engineering students to 

be educated in the politics of technology and society— something that the 

relatively apolitical engineering tradition might find hard to swallow. This is 

not about indoctrinating students into any particular political view. We find 

aspects of the Maintainers both in certain forms of conservatism, which 

argue that we have a moral duty to care for what we have inherited from our 

ancestors, and in certain forms of progressivism, which assert that healthy 

capitalism requires active intervention, particularly around issues such as 

pollution, safety, and the well- being of public works. Care requires holis-

tic, or systems, thinking that goes far beyond the individualist fantasies of 

innovation- speak with its pantheon of great white men: Gates, Jobs, Bezos, 

Zuckerberg, Thiel, Musk. It requires us to realize that we are dependent on 

each other and on the technological systems and infrastructures that many, 

including those who have come before us, have erected; these systems 

and infrastructures now require our attention and safekeeping, even when 

such work bores our pants off and pales in the light of nifty, new, glittering 

gadgets.

Conclusion: Making Maintainers

In this chapter, we have argued that since the 1960s, American society 

has increasingly become dominated by innovation- speak, an ideology that 

glorifies technological change as the answer to society’s problems. Coun-

tering innovation- speak is important not because it is an annoying way 
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of talking, though that is true enough, but because of two important rea-

sons: First, innovation- centrism offers at best a partial view of human life 

with technology. Second, reforms made in innovation’s name— including 

changes made to all levels of education— are at best questionably effec-

tive and at worst deeply damaging to the traditional roles and practices of 

institutions.

We have also argued that there are better ways of thinking about ordi-

nary life with technology, which start by focusing on the bulk of human 

practices with things, including maintenance, repair, and mundane labor. 

The differences between these two views have important implications 

for education, and we have tried to articulate how maintenance- centered 

thinking can be used to reform and improve engineering education. We 

have tried to show how the ethics of care can provide a holistic vision of 

engineering education that includes both upkeep and innovation but does 

not overly privilege the latter.

We have also discussed how engineering education requires more focus 

on values and ends, and we find innovation- speak particularly lacking on 

this front. Innovation is not a value in itself, although it is often treated like 

one in contemporary society. Yet there is one area where innovation- speak 

currently outpaces the more grounded vision of technology put forward 

in this chapter, and that is when it comes to positive visions of the future. 

Certainly, one thing about the current imagery and ideas around innova-

tion that captures young minds is the techno- utopian fantasy of a better 

future, to which individual innovators can and will contribute. Consider, 

for instance, the excitement generated by Elon Musk’s announced plans to 

go to Mars.

As yet, the focus on maintenance and maintainers has nothing compa-

rable. In part, this stems from an image problem: maintenance and infra-

structure aren’t sexy. Comedian John Oliver pointed this out in a segment 

on infrastructure on his show, Last Week Tonight. At the end, he argued, “No 

one has made a blockbuster movie about the importance of routine main-

tenance and repair,” and he went on to imagine a star- studded nonaction 

film titled Infrastructure. In the real world, we see this difference between 

innovation and maintenance play out when elected officials have incen-

tives to take part in photo ops and stand in front of ribbon cuttings for new 

infrastructure but little incentive or opportunity to take credit for existing 



266 A. L. Russell and L. Vinsel

things working well. Moreover, we are living in a moment of perceived 

cynicism and pessimism: as the philosopher Slavoj Zizek suggests, we have 

few utopian, or at least nondystopian, visions of tomorrow in popular cul-

ture, which often seems to consist primarily of zombie stories and tales of 

environmental apocalypse. For a variety of reasons, then, we lack a picture 

of a positive future that includes a well- ordered and maintained technologi-

cal society that does not involve radical technological change.

Yet we believe it is incumbent on all of us to put forward such a posi-

tive vision. Students in all fields, including engineering students, should 

be involved in such visionary practices from the start of their educations. 

But current techno- utopian visions are far too focused on innovation 

and radical technological change, and basically ignore politics and con-

servation of the ordinary and mundane. Here are some examples that 

can be used to kick- start grounded discussions of a positive tomorrow. 

The American Society of Civil Engineers regularly gives American infra-

structure low grades in its infrastructure report card. What would it look 

like if the country got straight A’s? How would we get there? These same 

questions can be asked of overhauling American drinking water systems. 

After experts established that the water system in Flint, Michigan, was 

poisoned with lead, the same situation was found in hundreds of other 

water systems around the nation. As a massive political and engineer-

ing project, how can we transform our current systems and ensure clean 

drinking water for all? Finally, many, perhaps most, existing homes and 

buildings throughout the United States are extremely energy inefficient, 

and yet decreasing energy use is one of the most important ways to man-

age global climate change. How could we create a program to rehabilitate 

all existing buildings and bring them in line with energy standards such 

as LEED? How would such a program work?

In asking these big questions, and putting them in the form of a chal-

lenge to students, we are expressing our confidence that we can come up 

with compelling answers together. In many cases, we suspect that there is a 

place for innovation and novelty in some of the projects we describe above. 

Wouldn’t it be nice to see innovation put to work in the service of main-

taining and caring for our ailing technological society? Indeed, the nation 

faces a vital moral imperative to make maintainers.
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III Reformers





The imperative to innovate is as much about reform as it is novelty. 

Champions of innovation assure us that the challenges of the twenty- 

first century— including hunger, climate change, and inequality— are not 

unstoppable forces. They assert that with the right expertise and the right 

models, these global problems are solvable. The message is personal and 

human- centered: in a risky and uncertain world, we all are empowered to 

enact change.

However, as the critics in the previous section demonstrate, the progres-

sive ideal of innovation can be naively optimistic and even pernicious. 

Fear rather than aspiration often drives calls to innovate: we must “change 

or die!” lest we fall behind as individuals, companies, communities, and 

nation- states.1 The innovation economy systematically neglects large seg-

ments of the population and ignores necessary infrastructures. As inno-

vators tackle existing problems, they create new ones. Even true believers 

must admit that replicating and sustaining innovation is difficult; initia-

tives rise and decline, and models that work in one context may not in 

another.

Despite conflicting visions, one core idea unites both champions and 

critics of innovation: for both camps, innovation is about change. Reform-

ing the world at large is the central goal driving the innovator impera-

tive. Bringing attention to possible areas of reform— how innovators are 

recruited, trained, and deployed— is the goal of many of its critics. Is there 

common ground in these different visions of reform? If so, how might that 

reform work in practice?

This section assembles reformers who are reflective about innova-

tion’s problems but still optimistic about its potential for social change. 

14 Introduction: Reformers
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Contributors include educators who build online communities for chil-

dren, historians who teach future entrepreneurs, feminist technologists 

who remake workplace cultures, and ethnographers who engage with lab-

oratory scientists. These reformers grapple with the innovator imperative 

by combining the “How might we?” mentality of innovation’s champions 

with the “Why?” questions of its critics. They ask: How should we prepare 

generations of innovators in the classroom, workplace, and laboratory?

A controversial feature of the innovator imperative is its extension into 

the education of young children. Champions of innovation argue that cre-

ativity is a vital life skill (McManus and MacDonald, chapter 4) and that 

exposure to innovation in childhood has a causal effect on a child’s propen-

sity to become an innovator.2 Many advocates, however, decry that high- 

stakes testing, one- size- fits- all curricula, and underfunded public schools 

rob children of their inherent creativity.3 As a remedy, they create informal 

STEM initiatives, including hands- on science centers, maker spaces, and 

after- school robotics clubs.4 But these programs are not equally distributed 

either economically or geographically, they can perpetuate the fear that 

the nation’s children are falling behind, and many are tied to for- profit 

schemes. Educational reformers ask: How should we nurture children’s cre-

ative expression amid the standardization and corporatization of STEM 

education?

In chapter 15, “Designing Learning Environments That Engage Young 

People as Creators,” MIT Media Lab researcher Natalie Rusk explains how 

she introduces millions of children to “playful invention.” Rusk describes 

two related projects from the lab’s Lifelong Kindergarten Group: the Com-

puter Clubhouse, a global network of after- school sites that serve 20,000 

underprivileged youth in twenty countries; and Scratch, a visual program-

ming language and online community with 21 million users that enables 

kids to create multimedia projects by snapping together colorful blocks of 

code.5 Both are intentional spaces where children “learn by designing,” “fol-

low their interests,” “build a community,” and “foster respect and trust.”6

Rusk and her colleagues prioritize values of care (Russell and Vinsel, chap-

ter 13) in the design and operation of their initiatives. They codesign their 

programs with the children they serve, they emphasize peer community- 

building, and they seek to avoid technocentrism. However, these values 

sometimes stand in tension with their programs’ focus on digital tools 
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and coding skills. Moreover, initiatives that began as opportunities for self- 

discovery now overlap with the workforce goals of the innovator imperative. 

Indeed, while Computer Clubhouses and Scratch are nonprofit endeavors, 

they are underwritten by Intel and Best Buy. More fundamentally, how 

young is too young to encourage a child to be innovative?7

Colleges and universities are especially heated sites of debate regarding 

the training of innovators. Innovation experts propose new pedagogical 

and institutional models to upend what they view as an ineffective edu-

cational system. The University Innovation Fellows program (chapter 3), 

and the NSF’s I- Corps (chapter 5), for example, imply that traditional aca-

demic approaches exert a stifling influence on would- be entrepreneurs and 

innovators. Yet many contributors in this volume demonstrate how schol-

arly inquiry better captures how innovation happens in practice. Given the 

tensions between learning through action and critical inquiry, how should 

universities train engineers and entrepreneurs?

In chapter 16, “Using the Past to Make Innovators,” historian  W. Ber-

nard Carlson describes how engaging with history improves the educa-

tion of future engineers. In the University of Virginia’s Engineering and 

Society program, Carlson integrates empirical patterns from his research 

on Thomas Edison, Alexander Graham Bell, and Nikola Tesla into the engi-

neering classroom. Working against misperceptions that invention is a 

“mysterious, unknowable activity,” he helps students recognize the cogni-

tive, technological, and sociological processes of innovation. As Carlson 

teaches aspiring innovators through a combination of scholarly inquiry 

and hands- on activities, students both analyze entrepreneurial networks 

(Feldman, chapter 6) and practice customer discovery (Arkilic, chapter 5).

Critical inquiry into the past may seem incompatible with the pursuit of 

novelty, but Carlson demonstrates how students can benefit from the prac-

tical application of history (Hintz, chapter 10). He argues that hackathons 

and other forms of experiential learning will only be effective if they rest 

upon a solid foundation of critical scholarship on the theory and practice 

of innovation. However, Sebastian Pfotenhauer (chapter 11) would remind 

Carlson that his theoretical model of innovation will inevitably mutate in 

practice. Moreover, Andrew L. Russell and Lee Vinsel (chapter 13) would argue 

that the University of Virginia misleads its engineering students by ignor-

ing maintenance and focusing so intensely on invention, entrepreneur-

ship, and commercialization.
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While debates about the nuances of innovator training persist, participa-

tion in these initiatives remains unequally distributed. As numerous con-

tributors in part I demonstrate, jobs in the innovation economy can lead to 

fulfilling careers and financial success. However, as Lisa Cook observes in 

part II (chapter 12), women and minorities struggle to access STEM educa-

tion and careers. This disparity is a problem for everyone.8 But closing the 

“innovation gap” requires more than just diagnosing and balancing work-

place demographics; it requires changing institutional cultures and prac-

tices. So how should we eliminate prejudices in the workplace and improve 

innovation’s outcomes through diversity?

In chapter 17, “Confronting the Absence of Women in Technology Inno-

vation,” Lucinda M. Sanders and Catherine Ashcraft describe their efforts 

to address women’s systematic underrepresentation in innovation. In 2004, 

they founded the National Center for Women and Information Technology 

(NCWIT) to “significantly increase women’s meaningful participation in 

computing.” From the outset, they recognized that it would be insufficient 

to simply “add women to the pot and stir.” Rather, they employ cognitive 

psychology and feminist theory to identify unconscious biases and struc-

tural barriers that reinforce women’s absence in the innovation economy. 

They then utilize this analysis to help universities and high- tech companies 

implement actionable practices such as equitable recruiting and mentor-

ship programs.

NCWIT’s theoretically informed interventions offer a programmatic 

response to misogyny, sexual harassment, and assault in the workplace.9 

NCWIT advises major high- tech firms— including Apple, Microsoft, 

Google, Intel, and Facebook— that have some of the most egregious gender 

and diversity records in the IT industry.10 But these firms are also NCWIT’s 

underwriting sponsors; while this corporate patronage may represent an 

earnest attempt to improve, NCWIT must guard against being co- opted by 

its sponsors’ interests.11 Another concern is the glacial pace of change in the 

technical professions. A 2017 study of patentees, for example, found that 

at the present rate, the slowly declining gender gap in innovation will take 

118 years to close.12

As reformers promote inclusiveness in innovation, they also question 

what innovators are actually doing. Champions of innovation pursue emerg-

ing technologies such as gene editing, artificial intelligence, and the inter-

net of things with the conviction that these advances bring important social 
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benefits. But all innovations come with intended and unintended costs 

that most scientists and engineers are ill- equipped to address in their daily 

work.13 Also, the broader public typically only can engage with new tech-

nologies once they have already been developed, making it difficult to alter 

their trajectory.14 So how should we account for the costs, benefits, and ethi-

cal dimensions of new innovations, from idea to implementation?

In chapter 18, “Making Responsible Innovators,” Erik Fisher, David Gus-

ton, and Brenda Trinidad offer a model for shaping the moral vision of 

researchers in training. At Arizona State University’s School for the Future of 

Innovation in Society, ethnographers embed themselves in the laboratories 

of scientists and engineers who work on innovations with high uncertainty 

and potentially significant social impact. The humanists who conduct this 

Socio- Technical Integration Research (STIR) encourage self- reflection by 

observing scientists and asking them a series of practical and philosophical 

questions across the research and development process.

According to Fisher, Guston, and Trinidad, “responsible innovation” 

challenges scientists and engineers to consider the social implications of 

their innovations and to alter their research practices. Science and tech-

nology studies (STS) scholars working alongside scientists and engineers 

impart their disciplinary knowledge, equipping these researchers to reflex-

ively question their work. Yet such “midstream modulations” may be 

overwhelmed by the scale of the innovator imperative. These ethical inter-

ventions may already be too late; adding “responsible” as a modifier signals 

that innovation has come to mean the opposite (Godin, chapter 9).

Participating critically from inside the innovation enterprise, contributors 

in this section examine the value and the shortcomings of the innovator 

imperative. These hybrid experts have academic research backgrounds but 

often take on the role of practitioners. They use their expertise in disci-

plines such as child development, history, gender studies, and ethnography 

to critique, redefine, and reshape the image and practices of innovators.

The hybrid identities of these reformers are a source of inherent tension 

in their work. For one, the reformers pursue their efforts at elite universities 

and in consultation with high- tech firms. These reformist projects are only 

possible given the academic freedom and financial resources their positions 

provide. Similarly, interdisciplinary STS programs have always had a depen-

dent and precarious relationship with the pro- innovation institutions that 
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support them, requiring constant rejustification for their survival. Because 

of the reformers’ reliance on corporate grants and consulting contracts, 

there is always the risk of a special interest’s influence. As a result, we might 

ask: Are these interventions making a difference, or are they merely adding 

an ethical gloss to the imperative they purport to reform?

Overall, these reformers chart a compromise between the champions’ 

optimism and the critics’ skepticism about innovation as a source of social 

change. As national efforts to cultivate innovators grow, the contributors 

profiled here seek alternative approaches to who those innovators are, what 

problems they address, and which methods they employ.
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The MIT Media Lab has become known for developing such new technolo-

gies as electronic ink, wearable computers, bionic limbs, and social robots. 

When the list of its top innovations was released for the lab’s twenty- fifth 

anniversary, I was excited to see that the Computer Clubhouse network 

and the Scratch programming language were included. I was glad that not 

only technological developments but also learning initiatives were named 

as innovations. Through my work on the Clubhouse and Scratch, I had 

seen how children and teens thrive when they are engaged in the process of 

designing their own projects. I was encouraged because this announcement 

signaled a broader recognition of the value of empowering young people to 

become creators and innovators.

Graduate students and other researchers at the MIT Media Lab design 

projects that span multiple disciplines— including art, architecture, science, 

music, and engineering— often through a process that involves playful 

experimentation, collaboration, and iteration. The Clubhouse and Scratch 

initiatives seek to open up the opportunities for learning through playful 

invention and creative expression to a broader and more diverse group of 

people.

The Clubhouse provides a creative learning environment where young 

people ages ten to eighteen design projects that build on their interests. 

When we opened the first Clubhouse in Boston in 1993, it was one of the 

first after- school centers where young people from low- income neighbor-

hoods could use new technologies to develop their own projects.1 Since its 

launch, the Clubhouse has grown into a global network with nearly one 

hundred program sites in twenty countries that provides in- depth learning 

experiences and mentoring for more than 20,000 youth in underserved 

communities each year (figure 15.1).2

15 Designing Learning Environments That Engage  

Young People as Creators

Natalie Rusk
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At the same time, the movement to support youth as creators with new 

technologies has become widespread. Increasingly, educators, business lead-

ers, and policymakers are recognizing the need for young people to develop 

skills that go beyond memorizing facts from textbooks. The National Sci-

ence Foundation and other federal agencies have called for every student 

to learn to make projects and code computers, with a focus on involving 

young people from groups traditionally underrepresented in science, engi-

neering, and technological fields.3 A growing number of schools, librar-

ies, museums, and community centers are opening “maker spaces,” where 

young people can make projects using a range of new and traditional tools.4

One of the most widely used technologies for children and teens to make 

their own projects is Scratch, which our research group launched in 2007 

with support from the National Science Foundation.5 Scratch is a visual 

programming language that allows young people ages eight and up to cre-

ate interactive projects by snapping together colorful blocks of code on the 

Figure 15.1

Young people in a Computer Clubhouse in Johannesburg, South Africa. Photo: Sci- 

Bono Clubhouse.
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screen (figure 15.2). Young people around the world use Scratch to program 

their own interactive stories, animations, and games— and then share their 

creations with others in the Scratch online community. Participation on 

the Scratch website has grown rapidly, with more than forty million young 

people actively engaged in creating, discussing, and sharing projects. While 

Scratch enables young people to learn to code, it is designed to support 

the development of broader skills, including the ability to think creatively, 

reason systematically, and work collaboratively.

The Clubhouse and Scratch initiatives grew out of research in the MIT 

Media Lab’s Lifelong Kindergarten Group, led by Mitchel Resnick. Our 

research group is inspired by the ways children learn in kindergarten: when 

they create buildings with wooden blocks, they learn about structures and 

stability; when they create pictures with finger paint, they learn how colors 

mix together. We develop new technologies and programs that extend this 

kindergarten style of learning, so that people of all ages continue to learn 

through the process of designing, creating, experimenting, and collaborat-

ing. The goal of the Lifelong Kindergarten Group is to support the develop-

ment of a world filled with playfully creative people who can improve lives 

for themselves and their communities.6

Figure 15.2

A project created using the Scratch programming language.
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In this chapter, I take a closer look at the ideas that have guided the 

design of the Clubhouse and Scratch, and what we have learned about sup-

porting young people with diverse interests and backgrounds in becoming 

creators with new technologies.

Learning at the MIT Media Lab

I first came to the MIT Media Lab in 1988 to take a course with Seymour 

Papert called “Learning Environments.” I had read Papert’s book Mind-

storms and was inspired by his vision of empowering children as creators 

with computers.7 In the book, he described Logo, the first programming 

language designed for children. Although Papert saw the potential for com-

puters to transform education, he warned against “technocentrism,” the 

belief that technology itself would solve problems in education. He rec-

ognized the importance of learning as part of a community and gave the 

example of samba schools in Brazil as an environment in which people of 

all ages learn from each other.8 Unfortunately, the technocentric approach 

is still prevalent in many discussions of making and coding, which too 

often focus on which tools to use (e.g., choice of equipment or program-

ming language) and underestimate the importance of developing a sup-

portive learning community.

In Papert’s course, I met other researchers and educators with a shared 

interest in how children think and learn, including Mitchel Resnick, who 

was then a graduate student. Resnick had collaborated on the design of the 

first programmable Lego kit, known as Lego/Logo.9 This construction kit 

enabled children to build machines using Lego bricks, gears, motors, lights, 

and sensors, and then program them to move and respond using the Logo 

programming language. I began helping to facilitate Lego/Logo robotics 

workshops for children and educators at local museums and schools, and 

then started to work full- time the following year at the Computer Museum 

in Boston.

The Origin of the Computer Clubhouse

“Mira, Mira! Look at this!” A boy called out excitedly in Spanish and Eng-

lish, eager to show his friends the Lego motor he held in his hands. I had 

just showed him how he could program it to turn on and off, using a 
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computer. It was school vacation week at the Computer Museum, and I 

was leading a program for visiting families to make their own interactive 

machines.

I was motivated to offer this Lego/Logo program to replace the museum’s 

previous “Build a Robot” workshop for families. In that workshop, parents 

and children followed step- by- step instructions to build model robots by 

attaching dozens of parts using tiny screws and a screwdriver. Those model 

robots allowed for no variations in the design and no meaningful learning 

opportunities beyond how to use a screwdriver and keep track of small 

parts. Each model robot turned out exactly the same, and there was no way 

to program them to change how they moved.

That workshop was particularly disappointing to me because it was such 

a contrast from the creative approach to robotics I had learned when leading 

workshops with Lego/Logo. When facilitating Lego/Logo workshops, I had 

seen how excited children became when they designed and programmed 

their own interactive animals, amusement park rides, cities, and other cre-

ations (figure 15.3).

I had observed how, in the process of creating these personally meaning-

ful projects, children could learn powerful math, science, and engineering 

concepts, such as how to use gear ratios to harness the power of a motor or 

how to use sensors to respond to changes in the environment. Unlike the 

prefab model robots, the Lego/Logo construction sets allowed for endless 

combinations and a wide range of possible projects. These sets included 

optional instructions, but the instructions were just helpful starting points, 

suggesting a variety of potential directions that learners could explore and 

adapt.

The contrast between the model robot workshops and the Lego/Logo 

robotics workshops made me aware of how educators could use the same 

words— “a workshop where families learn to make a robot together”— yet 

be talking about experiences that fundamentally differed in terms of engag-

ing participants and providing learning opportunities.

The boy who had become so excited to program a motor returned 

each day of the school vacation week with his friends to make interactive 

machines using Lego motors, gears, and sensors. The following week, with 

school vacation over, the museum was very quiet. In the mid- afternoon, I 

saw the museum’s large elevator doors open, and inside were four children: 

the boy and his friends. They recognized me and asked, “Lego/Logo?” They 
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had come straight from school, hoping they could continue to build and 

program Lego creations. I had to tell them no, as I had returned the Lego/

Logo materials to MIT. So the four friends wandered around the museum 

trying out the exhibits.

A couple of weeks later, a museum administrator sent an email message 

to the staff warning them to be on the lookout for a group of kids sneaking 

into the museum. Employees were urged to alert security if the children 

were seen. It turned out that these were the same children who had enthusi-

astically participated in the weeklong robotics program. Now, because they 

were hanging around the museum without activities to participate in, they 

were getting into trouble with the museum’s security staff.

I asked around to find local after- school centers that could accommo-

date these children, but there were none in the downtown area. I also 

Figure 15.3

A robotic owl made by an eleven- year- old girl using programmable Lego materials. 

Photo: Natalie Rusk.
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visited the first Boston- area community technology centers. These centers 

had recently opened to address inequities in access to computers. However, 

at the time, they were primarily offering educational computer games for 

children and office applications for adults. I found out that there was no 

place for this group of children to go after school where they could use 

technology to make their own projects.

To address this need, I began collaborating with Mitchel Resnick to plan 

a permanent space where young people could use technologies to create 

projects based on their interests. We envisioned a space that would have 

the feel of a creative design studio— a combination of an art studio, music 

studio, video production studio, and robotics lab. Our goal was to provide 

young people in low- income neighborhoods opportunities to express them-

selves fluently with new technologies, and in the process, to become moti-

vated and confident learners.

Early on, we identified four guiding principles for the Computer Club-

house.10 We applied these principles to set up the first Clubhouse at the 

Computer Museum. But the principles have continued to play an impor-

tant role as the Clubhouse has expanded into a global network.11

Clubhouse Guiding Principles

Principle One: Learning through Designing

Our work on the Clubhouse and other initiatives is grounded in the edu-

cational philosophy known as constructionism, a word coined by Seymour 

Papert, who was building on Jean Piaget’s theory that children construct 

knowledge from their experiences in the world.12 They do not just passively 

receive knowledge— they actively build knowledge based on their inter-

actions. Papert took Piaget’s theory a step further and argued that people 

construct knowledge best when they are engaged in constructing projects. 

They might be constructing sand castles, Lego machines, or computer 

programs, but what matters is that they are actively engaged in creating 

something, particularly something they find personally meaningful.

Activities at Clubhouses vary widely, from constructing robotic inven-

tions to orchestrating virtual dancers to recording songs. Yet these varied 

activities are all based on the common framework of learning through 

design. Young people not only learn how to use the tools but also how to 

express their ideas.
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As youth work on designing projects, they move through what we call 

the creative learning spiral (figure 15.4). In this process, they imagine what 

they want to do, create a project based on their ideas, experiment with 

alternatives, share their ideas and creations with others, and reflect on 

their experiences— all of which leads them to imagine new ideas and new 

projects, and to start a new design cycle. As youth learn to go through 

this process with a variety of projects, they become increasingly skilled in 

understanding how to carry out a project from start to finish, solving prob-

lems along the way.

Principle Two: Building on Their Interests

To motivate students to learn, many people assume that they need to offer 

rewards, or turn the subject matter into a competitive game, with prizes 

for those with the best scores. If you look outside school, however, you 

can find many examples of people learning— in fact, learning exceptionally 

well— without explicit rewards. Youth who seem to have short attention 

spans in school often display great concentration on projects in which they 

are truly interested. They might spend hours learning to play the guitar 

or perform tricks on a skateboard. Indeed, many of the most successful 

Figure 15.4

Creative learning spiral, illustrating an iterative process for designing projects. Cour-

tesy of Lifelong Kindergarten Group, MIT Media Lab.
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designers, scientists, and other professionals trace their involvement and 

success in their fields back to a childhood interest.

At first, some youth interests might seem trivial or shallow, but youth 

can build large networks of knowledge related to their interests. Pursuing 

any topic in depth can lead to connections to other subjects and disci-

plines. The educational challenge is to find ways to help youth make those 

connections and develop them more fully. For example, an interest in riding 

a bicycle can lead to investigations of gearing, the physics of balancing, the 

evolution of vehicles over time, or the environmental effects of different 

transportation modes.

While youth from high- income households generally have many oppor-

tunities to build on their interests (for example, music lessons and specialty 

camps), the youth who typically come to Clubhouses have had few such 

opportunities. Most do not have the resources or support to help them 

identify and explore potential interest areas, let alone to build on them.13

The approach of helping young people build on their interests works 

only if the environment supports a great diversity of possible projects and 

paths. Young people have a wide variety of interests, so creative environ-

ments need to provide a wide variety of activities to match those interests.

On the walls and shelves in Clubhouses there are collections of sample 

projects, designed to spark in participants a sense of what they can make 

and to provide multiple entry points for getting started. Many youth begin 

by mimicking a sample project, then working on variations on the theme 

before developing their own path that stems from their personal interests. 

At any given time in a Clubhouse, a pair of youth might be using one com-

puter to edit a video about their neighborhood, while another participant 

at the next computer might be designing a 3- D model airplane.

Principle Three: Developing a Sense of Community

From the beginning, we recognized that Clubhouses needed to provide 

more than access to technology. Youth also need access to people who 

know how to use technology in interesting and creative ways. Clubhouses 

provide a new way for adults in the community to share their skills with 

local youth. Mentors at Clubhouses do not simply provide support or 

help; many work on their own projects and encourage Clubhouse youth 

to join in.
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Clubhouse coordinators recruit a team of adult mentors— professionals 

and college students in art, music, science, engineering, and technology 

from diverse racial and cultural backgrounds. Mentors act as coaches, cata-

lysts, and consultants, bringing new project ideas to their Clubhouses.14 For 

example, an engineering student might be working on robotics projects 

with Clubhouse participants, a videographer on digital video projects, and 

a programmer on interactive games. For youth who have never interacted 

with an adult involved in academic or professional careers, this opportu-

nity to connect with mentors can be pivotal to envisioning themselves fol-

lowing similar career paths.15

In today’s rapidly changing society, perhaps the most important skill of 

all is the ability to learn new things. It might seem obvious that in order to 

become good learners youth should observe adults learning. Yet that is rare 

in schools, where teachers are typically expected to deliver knowledge to 

students. At Clubhouses, youth often see adults in the process of learning. 

For some Clubhouse participants, this is quite a shock. For example, several 

of them were startled one day when a Clubhouse staff member, after debug-

ging a tricky programming problem, exclaimed, “I just learned something!”

As youth become more fluent with the technologies at Clubhouses, they 

too start to act as mentors. Over time, youth begin to take on more men-

toring roles, helping introduce newcomers to the equipment, projects, and 

ideas of the Clubhouse.

Principle Four: Fostering Respect and Trust

When visitors walk into a Clubhouse, they are often impressed by the artis-

tic creations and the technical abilities of Clubhouse participants. But just 

as often, they are struck by the way Clubhouse youth interact with one 

another. The Clubhouse approach puts a high priority on developing a 

culture of respect and trust. These values not only make the Clubhouse 

an inviting place to spend time, but they are also essential for enabling 

Clubhouse youth to try out new ideas, take risks, follow their interests, and 

develop fluency with new technologies. Indeed, none of the other guiding 

principles can be put into practice without staff, mentors, and youth help-

ing to sustain an environment of respect and trust.

The principle of treating everyone with respect is directly stated in the 

Clubhouse code of conduct, to which each member agrees when joining. 
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However, even more importantly, new members learn by seeing mutual 

respect modeled by other members of the Clubhouse community.

Designing Scratch

The Scratch graphical programming language, which is now used by young 

people around the world, grew out of our work with young people in Club-

houses.16 Most of these young people had become highly engaged in media 

creation, whether in the form of editing photos, filming videos, or record-

ing music. Many of them also wanted to make interactive animations and 

games like those they had viewed online, yet few were developing the pro-

gramming skills needed to make these types of projects.

Our team recognized a need for a new programming language that 

would work well for young people in homes, community centers, and other 

informal learning environments. We identified several ways in which it 

would need to differ from existing programming languages in order to be 

more broadly adopted. First, it needed to be “media rich” to allow young 

people to easily bring in their own photos, music, and other media so that 

they could make projects that reflected their interests and ideas. Second, it 

needed to support learning through playful experimentation rather than 

requiring initial and ongoing instruction.

Our design of Scratch was inspired by Lego bricks: it allows young peo-

ple to code programs by snapping together colorful blocks on the screen, 

combining them to program images, text, music, and sounds.17 Rather than 

having to write a program and then run it, we designed the blocks to be 

“tinkerable”— children can experiment and try out each piece as they build 

up a program. When children build Scratch programs there are no error 

messages. Instead, they see the effects of their actions and make their own 

adjustments and corrections until they get the results they want.

In our research, we have found this ability to tinker is one of the key rea-

sons children see Scratch as easy to learn and fun to use; it helps them gain 

confidence in their ability to solve problems. While the design of Scratch dif-

fers in interface from traditional text- based languages, it enables beginners 

to learn such fundamental computational concepts as sequences, looping, 

conditionals, and variables, as well as core computational practices such as 

debugging and modularizing.18
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Our team designed Scratch to enable young people to create a wide vari-

ety of projects to connect with a diversity of interests, from art and music 

to games and simulations. Although this may sound like an obvious idea, 

the value of taking a project- based approach to introducing coding is still 

not widely appreciated. Many of today’s introductory coding activities for 

children adopt the look- and- feel of Scratch blocks yet focus on children 

solving puzzles correctly. While a puzzle- based approach can provide an 

easy entry point, it risks giving young people the idea that coding is about 

getting a single right answer. In contrast, Scratch enables them to explore 

multiple possibilities and to express their own ideas.

Based on our work in Clubhouses, we recognized the importance of a 

supportive community for learning, collaborating, and sharing projects. So 

when we launched Scratch in 2007, we launched the programming lan-

guage alongside a website for sharing projects. As young people create proj-

ects, they can click the Share button to post their project.19 They can also 

easily view the code inside any project and remix the project to adapt and 

customize it.

Young people often say they learn Scratch by experimenting and by look-

ing at each other’s code. They also learn by asking questions and exchang-

ing comments on each other’s projects and profiles. This dynamic social 

aspect is missing in most other online coding activities for children.

Research has revealed just how important the Scratch online community 

is for fostering young people’s ongoing participation. Even young people 

who initially come to Scratch to program their own games or animations 

often say that their interactions on the site keep them participating. In 

the words of one young community member, “The very best thing about 

Scratch to me is the amazing, amazing community of people to work with. 

I love doing all sorts of collabs with people, and I love seeing what oth-

ers do as inspiration.”20 Young people who use Scratch identify making 

friends, sharing projects, receiving feedback, and collaborating with others 

as important parts of their experience. As one youth said, “I made many 

friends here who remix my projects, give comments, and have taught me 

new things.”21

From our experience in Clubhouses, we understood how important it 

is to maintain an environment of trust and respect so that young people 

feel welcome and safe to participate and share their creations. Developing, 

managing, moderating, and supporting the Scratch online community is 
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an important ongoing aspect of our group’s work. The Scratch moderation 

team— a thoughtful and highly skilled group of online moderators— works 

hard to promote positive interactions in the community and to ensure 

that the content remains age appropriate, respectful, and friendly. The 

Scratch community guidelines— to be respectful, constructive, honest, and 

friendly— are written in an inviting way and are often referred to by mod-

erators and participants in the community.22 Young people on the site have 

initiated a variety of ways to make others feel included, such as managing 

a Welcoming Committee studio with projects that welcome newcomers to 

the website.

The process of developing Scratch itself has been guided by the iterative 

approach represented in the creative learning spiral. Our team continues 

to develop and revise versions of Scratch for use in after- school programs, 

schools, and other learning environments (as well as playing and creating 

with it ourselves). We make improvements based on our observations and 

feedback from young people in the Scratch community.

Rather than taking a win- or- lose approach in which youth compete 

against each other to earn a prize for the best project, the Clubhouse and 

Scratch take a learner- centered approach that supports their longer- term 

development. We have found that young people are more motivated and 

willing to persist despite setbacks when they have experiences that enable 

them to follow their interests, connect with peers, receive encouragement 

from mentors, and build confidence in their abilities.

The Impact of Clubhouse and Scratch Programs

The Clubhouse has influenced the development of other learning networks, 

including Digital Youth Network and the YOUMedia network in libraries 

and museums around the country. Scratch has been adopted worldwide 

and has inspired the design of many other coding experiences and lan-

guages for children and adults.

A growing body of research and evaluation documents the influence of 

the Clubhouse and Scratch in young people’s development of diverse skills 

and understanding of their own interests and abilities. To better under-

stand the impact of learning environments like the Clubhouse and Scratch, 

it can help to follow the development of a young person participating in 

these programs. Jaleesa Trapp began attending the Computer Clubhouse 
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in Tacoma, Washington, when she was thirteen years old. After graduating 

from college, Trapp became leader of the Clubhouse program in Tacoma 

and began pursuing graduate studies in human- centered design and engi-

neering. Although Trapp stands out as an exceptionally motivated young 

leader, she explains that when she first came to the Clubhouse at her aunt’s 

urging, she was bored in school and considered herself lazy. She wasn’t yet 

interested in technology and did not plan to go to college.

Trapp’s reflections on her experience highlight some of the key lessons 

we have learned about creating learning environments that help young 

people develop their potential.23 First, Trapp emphasizes that receiving 

encouragement and mentoring from the director of the Tacoma Clubhouse, 

Luversa Sullivan, kept her involved in the Clubhouse program. Sullivan rec-

ognized Trapp’s potential and encouraged her to try new things, including 

programming her own interactive animations.

Trapp said when she first came to the Clubhouse she spent her time with 

a simple software program that could distort photos of people’s faces. Sul-

livan believed that Trapp was not living up to her potential. As Trapp says, 

“She knew I was capable of more than making funny faces and pushed me 

to do more.” Sullivan found tutorials that Trapp could use to learn to pro-

gram animations, and she encouraged Trapp to learn through experiment-

ing and solving problems, rather than simply giving her answers.

As Trapp developed more skills, she started to program interactive proj-

ects for school assignments:

I really got into making interactive CD- ROMs. The first one that I made was for 

Black History Month. It was based off of a play called What If There Were No Black 

People. I worked with another member: she helped me draw the characters. And 

then I put them on the stage and programmed them. It was really exciting, because 

I could show my mom what I had made.

Trapp says that the ability to share the interactive projects she made with 

other people in her life (including her family and teachers) motivated her 

to continue to participate and learn more.

Sullivan also helped Trapp pursue several opportunities beyond the 

Clubhouse, including applying for scholarships, presenting at technology 

conferences, and participating in a summer internship program during 

high school. For the internship, Trapp had to wake up at 4:30 a.m. to catch 

three different buses to reach Microsoft’s offices, where her internship was 

based. I noted the change from her initial description of herself as “lazy” 
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when she first came to the Clubhouse to her intense motivation in high 

school to make complex projects and pursue a summer internship. When 

I remarked on this to Trapp, she said, “I think what changed was that I 

was able to do something outside of school, and I was able to show people 

what I was working on. People were like, ‘You did that? That was really 

good!’” Trapp also was motivated to serve as a role model for her younger 

sister: “My younger sister is two years behind me, and I want her to have 

someone to look up to— to be able to see, ‘If you’re doing that, I could do 

that too.’”

Through her experience as a Clubhouse staff leader, Trapp helped chil-

dren learn to create projects based on their interests. For example, Trapp 

encouraged a girl in her Clubhouse to code an animation about her favorite 

sports team using Scratch. Although reluctant at first, the girl was surprised 

and proud of what she had made. “I didn’t know I could do that!” she said.

Trapp describes the approach she uses for encouraging children to learn 

to program with Scratch:

In Scratch workshops, I’ll give them a theme and let them run with it. I try not to 

give them step- by- step instructions. It’s just amazing— each group comes up with 

something totally different. It’s their own ideas and something they are proud 

of. And even though they didn’t think they would like programming, they like it 

because it’s something that they did on their own.

Trapp now helps young people exceed their previous expectations, just as 

her mentor, Sullivan, encouraged her.

Broader Support for Young People as Creators

Providing youth with opportunities to become creative learners and think-

ers is not simply an enrichment activity but rather is essential if we are to 

help young people develop their potential and be prepared to handle chal-

lenges that lie ahead. To thrive in a complex and rapidly changing world, 

young people need to think creatively, reason systematically, and work 

collaboratively.

The growing maker and coding movements have the potential to make 

a difference in young people’s lives. Yet access to physical spaces, tools, and 

technologies is not enough. To reach their potential, programs need to go 

beyond a technocentric approach, focusing on teaching a specific tool or 

technology (such as how to use a 3- D printer or how to use a text- based 
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language). Young people need encouragement to develop their ideas and 

interests in a supportive learning community, with peers who became cre-

ative collaborators and mentors who provide encouragement and connect 

youth to further opportunities.

I am hopeful that more people will see the value of learning environ-

ments that support children and teens to become creators with technol-

ogy. We need to ensure that these learning environments, both in- person 

and online, are welcoming, engaging, and encouraging young people with 

diverse interests and backgrounds to create and share together.
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It was a quiet afternoon at the workshop that brought most of the authors 

of this volume together, and the participants, who came from a variety of 

backgrounds, had been thoughtfully discussing various aspects of the inno-

vation process. The organizers probably figured that the conference would 

come off without any problems.

But then came the fireworks. Humera Fasihuddin presented an overview 

of the University Innovation Fellows program, which trains students to 

act as advocates for innovation and entrepreneurship on college campuses 

across the United States.1 Humera’s talk was followed by comments from 

several students who reported firsthand on their experiences as Fellows. Stu-

dent after student testified that administrators were hostile to introducing 

entrepreneurship programs and that faculty really did not have anything 

to offer students in terms of teaching them to be innovators. For students 

to succeed, they simply needed the opportunity to unleash their creative 

powers.

After about the fifth student, Maryann Feldman and I finally interrupted. 

“Wait a minute,” we said. “We’re both professors and have been working 

for years at our universities to create programs that foster innovation. You 

can’t accuse all of us of neglecting student entrepreneurship. Some of us 

have devoted our careers to understanding the innovation process and 

teaching students to be innovators.” Fortunately, both Humera and the stu-

dents heard us, and the afternoon concluded with a fruitful exchange of 

views about what the students felt they needed and what we, as scholars, 

could teach them.

Nevertheless, I came away with a renewed awareness that many peo-

ple do not appreciate what history can teach us about invention and 
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innovation. Great inventions, it is commonly assumed, come only to 

incredibly smart people like James Watt, Nikola Tesla, or Steve Jobs; these 

individuals possessed exceptional mental abilities that allowed them to do 

the extraordinary. Many people tend to think of invention as a mysterious, 

unknowable activity. As much as we would like to characterize the brain 

as a computer, we cannot fathom how humans are able to create beauti-

ful paintings, amazing scientific theories, or inventions that revolutionize 

daily life.

If you regard invention and innovation as the products of genius, luck, 

or mystery, it is easy to conclude that innovation cannot be taught: you are 

either born to be the next Thomas Edison, or you are not. Invention— like 

all creative acts— is not something that you can teach; you can nurture and 

inspire the next Elon Musk, but you cannot reduce invention to ten easy 

lessons. To teach invention, then, is to teach the unteachable.

Despite these popular notions, my colleagues and I at the School of Engi-

neering and Applied Science at the University of Virginia (UVa) have been 

working to teach the unteachable to students for thirty years. We have 

approached invention as a process that can be analyzed, using historical 

cases to create a robust notion of how inventors work. Moreover, we have 

distilled principles and techniques to teach students how to be innovators. 

This is why I had such a visceral reaction to what the University Innovation 

Fellows were saying at the workshop.

Our experience with invention and innovation at UVa Engineering has 

intertwined research and teaching. In this chapter, I first recount how our 

research on inventors evolved. I then explain how we used our research 

findings to shape courses and programs to make innovators. And I close 

by reporting on some of the outcomes we have achieved and comment on 

whether what we have learned at UVa can be transferred to other programs.

Building a Cognitive Framework of Invention

Much of my professional life has been devoted to studying such major 

inventors as Thomas Edison, Alexander Graham Bell, and Nikola Tesla. 

Inspired by historian Thomas P. Hughes, I decided to study inventors 

because they often left substantial source material (notebooks, letters, testi-

mony, and artifacts). And because nonacademic audiences are interested in 

inventors, you can use inventors to talk about a variety of social and ethical 
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issues concerning technology with students, engineers, business leaders, 

and the public.2

I have stayed with inventors for so long because they raise hard ques-

tions about the nature of technological change:

• How do we make sense of both individual actions and social forces in 

history? Do such individuals as Napoleon or Edison “make” history, or 

are they merely the representatives of various interests?

• Do ideas just exist “out there” in some platonic realm waiting to be dis-

covered or invented by individuals? Or are ideas generally constructed 

by individuals and groups out of the cultural raw materials available at a 

given time?

• What kinds of knowledge and skills are involved in creating new tech-

nological artifacts? Can we characterize the nonscientific knowledge and 

skills involved in this creative work?

I began studying inventors in the 1980s by examining Elihu Thomson, 

a contemporary of Edison. Along with inventing a successful arc- lighting 

system and doing pioneering work with alternating current, Thomson was 

significant because, unlike other late nineteenth- century inventors who 

generally worked alone, he spent his career in a large company, General 

Electric. This gave me the opportunity to look at how the organizational 

environment affects the innovation process. Thomson’s career showed that 

innovation is a social process not only in the sense that it involves the 

interplay of individuals and groups, but also because effective innovation 

requires the coproduction of technological artifacts, corporate structure, 

and markets.3

But as I read through Thomson’s letter books, filled with the memos 

he wrote to vice presidents and plant engineers, I realized that while I was 

learning a lot about how he moved his inventions through the company, I 

wasn’t learning as much about how he conceived of his inventions. Thom-

son viewed dictating letters as being one step removed from the creative 

work on the benchtop, and I came to agree with him. The research ques-

tion then became how to get closer to the point of knowledge and artifact 

production.

To investigate more closely what inventors did at the benchtop, I started a 

new research project with my colleague Michael Gorman. Gorman is a cog-

nitive psychologist who had been conducting simulations of how people 
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solve scientific problems, and he welcomed the idea of using historical 

materials to investigate how people developed new technology.4 Together 

we looked at the history of the telephone because of the availability of 

substantial archival materials on Alexander Graham Bell, Elisha Gray, and 

Thomas Edison.5

We undertook a fine- grained examination of work at the inventor’s 

benchtop. We found we could borrow some ideas from the laboratory 

ethnographies produced by sociologists of science Bruno Latour, Steve 

Woolgar, and others, and we were encouraged by Peter Galison’s study of 

experimental methods in physics.6 However, with the exception of a brief 

study of Leonardo’s sketches by Bert S. Hall and Hughes’s ideas about the 

style and methods of inventors, we could not find much from the history of 

technology that could help us with this investigation.7 Hence, we turned to 

a field with which Gorman was familiar, namely, cognitive science.

A dominant issue in cognitive science at the time was the tension 

between mental models and heuristics. Some major figures in the field— 

such as Philip Johnson- Laird— believed the key to understanding how 

people think was to comprehend the meta- ideas, or categories, by which 

they processed information, or what cognitive scientists call mental mod-

els. Other researchers— such as John Anderson and Herbert Simon— argued 

that cognition is much more about the strategies or procedures that an 

individual employs in thinking. These strategies and procedures are called 

heuristics.8

We decided to explore how inventors might use both mental models 

and heuristics in their work. Why privilege one concept over the other? We 

also sought to find a way to pay attention to the specific objects an inven-

tor manipulates on the benchtop.9 After all, it seemed possible that inven-

tors might supplement their organizing ideas (mental models) with specific 

mechanisms, circuits, or materials with which they were familiar.10 To pay 

attention to these “building blocks,” we introduced mechanical representa-

tions as a third category for analysis. Inventors often begin an investigation 

of a mental model by borrowing components or devices from other projects 

since they are familiar with how those components perform. Edison, for 

example, took the drum cylinder he had used on the phonograph and cov-

ered it with a photographic emulsion to transform it into a key component 

of the kinetoscope, his motion- picture device.
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With these three categories in mind— mental models, heuristics, and 

mechanical representations— we set out to study the notebooks, sketches, 

models, patents, testimony, and correspondence of our three inventors. We 

hoped that by tracing how Bell, Gray, and Edison each worked on the tele-

phone, we could gain insight into the interplay of ideas and objects (men-

tal models and mechanical representations) as well as the thoughts and 

actions (mental models and heuristics). By comparing three inventors, we 

hoped to produce generalizations about how inventors worked, generaliza-

tions that could be tested further through case studies of other inventors 

and technologists.

Gorman and I always saw our investigation as alternating between the 

theoretical categories and the historical evidence. As we learned more about 

how our inventors worked, we refined our notions of what constituted a 

mental model, a heuristic, or a mechanical representation. We were not 

interested in merely taking an established theory off the shelf and testing 

it with new cases; rather, we wanted to shape our categories as we worked 

with the sources.

Creating a Mapping Technique

As we started to study the primary sources, Gorman and I quickly realized 

that verbal accounts of the invention process (such as patent testimony or 

recollections) did not always square with the visual and physical sources 

(notebooks, sketches, and artifacts) produced in working on an invention. 

Verbal accounts of the invention process typically were created years later 

when an inventor was seeking to prove that he or she was the first to invent 

something. Adhering to the popular notion of a eureka moment, inventors 

often collapse the long process of trial and error into a single clairvoyant 

moment of insight.

If we were going to get close to what our inventors thought and did at 

the benchtop, we needed to create techniques for analyzing the visual as 

well as the written materials. Given the volume of sketches (dozens for 

Bell and hundreds for Edison) and the diversity of sources (especially with 

Gray), we decided to develop a computer- based system for organizing and 

storing the visual sources.

At this point, Gorman and I took advantage of the fact that we teach 

undergraduate engineering students at UVa. We turned to our best students 
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for help. Over a seven- year period (1989– 1996), they worked with us to 

devise techniques for analyzing the visual materials used by our inventors. 

Together we created a mapping technique for the invention process.11

One way to understand our mapping technique is to think about the 

workspaces of inventors and artists. If we look around an artist’s studio or an 

inventor’s laboratory, what do we find? Both creative spaces are crammed 

with models, sketches, and notes as well as machines or paintings in vari-

ous stages of development.12 Using all these resources, an artist or inventor 

is trying to merge abstract ideas in the mind with objects in the real world. 

On the one hand, an inventor may have an idea for an invention and strug-

gle with how to build a device to realize that idea. On the other hand, an 

inventor may experiment with a device to see what new ideas it produces. 

An inventor may move from idea to object and vice versa. Invention, in 

short, is about merging mental models and mechanical representations.

While it is easy for us to picture an inventor tinkering with a device on the 

benchtop, this is not the only way that he or she can mingle ideas and objects. 

He or she can do the same with a variety of substitutes; rather than make a 

full- scale version of a device, an inventor might use a prototype, sketch, a 

series of calculations, computer simulations, or even a written description. 

The advantage of these substitutes is that they often can be generated more 

quickly and manipulated differently than the full- size device. Edison, for 

example, filled notebooks with hundreds of sketches because drawing fre-

quently allowed him to determine whether a device would work, thereby 

allowing him to avoid the cost and hassle of building each version that he 

envisioned. Substitutes that stand in place of the fully developed invention— 

such as prototypes, sketches, calculations, and written descriptions— are rep-

resentations of an invention.

Invention, then, can be considered an activity in which inventors use a 

variety of representations to merge an abstract idea in the mind with mate-

rial objects that exist out in the world. One way to sort through these rep-

resentations is to create a map. Suppose you allow each permutation of an 

invention— each prototype, model, sketch, or experiment— to be a box on 

a map. This “box” can be a piece of paper, a square drawn on a computer, 

or a Post- it on the wall; it doesn’t matter. In our case, we scanned all three 

inventors’ sketches into the computer and then cut- and- pasted them into 

the boxes on the map. It was critical for us also to stay close to the visual 
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materials and not reduce the sketches to verbal descriptions. We frequently 

gained insights by placing several sketches side by side on a map to look for 

similarities and differences.

Once you have the boxes, you can then place them in chronological 

sequence. In figure 16.1, for example, time moves horizontally from left 

to right. Arraying the representations in chronological order allows you to 

look for cause and effect. In some cases, one sketch prompts an inventor to 

produce another sketch or model, and you can capture these connections 

by drawing arrows between the boxes. You can also arrange the boxes in 

different rows, with each row representing a line of investigation or par-

ticular invention. Inventors frequently pursue several lines of investigation 

simultaneously and may move an idea or device from one line to another. 

For instance, when Edison was working on the telephone in 1877 and 1878, 

he was simultaneously investigating his quadruplex telegraph as well as the 

phonograph.13 In fact, a key part of creativity is the ability or willingness 

to move ideas and objects from one line to another— to mix things up in 

unexpected ways.

Gorman and I worked on these maps with our students for seven years. 

It took such a long time because we developed multiple maps for each 

individual inventor. To cope with the more than five hundred telephone 

Figure 16.1

Mapping the invention process.

Ear phonautograph

Helmholtz 
vowel synthesizer 

Telephone

Each box is a 
sketch, model, 
or test—a 
representation

Each row shows 
a different idea or 
line of thinking

Each arrow shows 
how one 
representation can 
lead to another

Like artists, inventors engage in a series of activities that facilitate creativity. 
Both artists and inventors use a variety of representations—sketches, models, 
written descriptions—to merge an abstract idea in the mind with material objects 
that exist out in the world.

An inventor may have several lines of 
investigation going at any time, and s/he may 
move an idea or device from one line to another.

For example, Alexander Graham Bell’s notebooks, patents, and court depositions show that 
between 1872 and 1876 his telephone emerged from working on an ear phonautograph and 
a variation on Helmholtz’s device for artificially producing vowel sounds. 

Time
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sketches produced by Edison and his team at Menlo Park, we ultimately cre-

ated eighteen large maps, each with dozens of boxes and arrows.

What Did We Find Out?

Using the maps, we looked for patterns in the ways that Bell, Edison, and 

Gray thought about and worked on the telephone. The maps suggested 

several aspects of the invention process:

1. Different inventors have different kinds of mental models. While Bell 

was guided by analogies (e.g., make the transmitter like the human ear), 

Edison tended to work in terms of a functional principle (use variable 

resistance to convert sound waves into electric current waves).

2. Different inventors use different heuristics. Bell, for instance, worked in 

a very incremental and methodical fashion; he often had to test each 

possible variation of his basic design on the benchtop. In contrast, Edison 

often varied several parameters at once and did not conduct as many 

benchtop experiments, because sketching allowed him to determine if a 

particular design would work.

3. We found it fascinating that while Edison generally worked “bottom 

up,” manipulating mechanical representations on the benchtop in order 

to formulate his mental model, Bell worked “top down,” starting with a 

mental model that he then tested on the benchtop.

Teaching Innovation

As we discerned patterns in our maps, we were determined to draw on our 

research to teach our engineering students how to invent. Both Gorman 

and I began moving ideas from our research into our teaching.

Gorman, for instance, teamed up with a colleague in mechanical engi-

neering, Larry G. Richards, to offer a course on invention and design. In 

early versions of this course, students constructed their own telegraph and 

telephone systems.14 Their course had a profound impact on one student, 

Evan Edwards, who, together with his brother Eric, invented an auto- injector 

for medicines. After graduating, the two of them launched a company to 

develop this product.15

I transferred ideas from our research to the communications course I was 

teaching to first- year engineering students. Since the 1930s, UVa Engineering 
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has had a tradition of teaching writing and speaking as part of the school’s 

curriculum. Rather than have engineering students learn writing in classes 

offered by the College of Arts and Sciences, the Engineering School instead 

has its own faculty who teach communications, ethics, history, and the 

social sciences as they relate to engineering.

For me, the challenge in teaching first- year communications was to show 

my students how writing and speaking were integral to engineering practice. 

Although I initially had the students study Edison’s career for inspiration, 

I quickly realized the potential of having the students imitate Edison— to 

try their hand at invention. I took seriously the fundamental results of 

our research— that invention is the interplay of ideas and objects and that 

inventors mix up ideas and objects by using a variety of representations. 

To get objects into the classroom, I began having students build kits, first a 

pendulum clock and then a robot car.16 For the representations, I had them 

sketch ideas in notebooks, write technical descriptions, and ultimately draft 

a patent application. Whenever possible, I encouraged them to borrow from 

their mathematics and computer science classes to consider how to repre-

sent inventions in terms of equations or computer simulations. Through this 

teaching, I came to agree with the great cognitive scientist Herbert Simon, 

who insisted, “Solving a problem simply means representing it so as to make 

the solution transparent.” I went on to articulate a philosophy of engineering- 

as- representation.17 This philosophical approach now forms the basis of how 

we teach communications in the first- year engineering program.

Adding Context to the Cognitive Framework

During the early 2000s, I continued to mull over what Gorman and I had 

learned about the invention process. In particular, I was not happy with 

the fact that our cognitive framework did not take into account the social, 

economic, or cultural context in which inventors work. How might larger, 

external forces be included in this cognitive framework?

Attempts to understand the process of invention and innovation fre-

quently follow a so- called linear model from ideas to manufacturing to 

adoption. Engineering textbooks reproduce this ideal to students in block 

diagram models (figure 16.2).18 They suggest that inventors move through 

a specific sequence with no false starts or backtracking. The linear model 

embodies several dichotomies:
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• It assumes that ideas come before devices, yet some inventors work closely 

with devices first and in so doing generate new ideas.

• Social factors appear only at the beginning and end of the model, yet 

inventors may be influenced by all sorts of external factors throughout 

their work.

• The model draws a distinction between the technical work that occurs 

in the middle steps and marketing, which comes at the end. But inven-

tors are often doing both technical and marketing work at the same 

time.

While a linear model may be useful for introducing students to design, it 

is problematic for understanding how inventors actually work. For scholars 

intent on understanding the details of the invention process, using this sort 

of one- size- fits- all prescriptive model can seem like jamming a square peg 

into a round hole.19

I wondered if it would be possible to build on the work that Gorman and 

I had already done to create a more robust model that would soften these 

dichotomies; recognize how inventors are influenced by a variety of ideas, 

resources, and people; and highlight their day- to- day activities. Would it be 

1
Social Context:
Policy, Legal 

Structure

2

Ideas

3

Drawing Prototype

5

Working Model

6

Development

7

Manufacturing

8
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9

Financial Support
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Invention Litigation

10

File Patent

4

Testing and 
Revision

Figure 16.2

Invention as a linear process.
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possible to generate a nonlinear model of the invention process that would 

capture the ways that invention is social and cultural?

Rethinking Invention as a Process

I began by reconsidering what it means to say that invention is a process 

(figure 16.3). Like other processes, invention has both inputs and outputs. 

In terms of inputs, what does an inventor use in the course of his or her 

work? Besides tangible resources (money, tools, and materials), he or she also 

relies on other individuals to provide help with such essential tasks as model 

building, patenting, manufacturing, and marketing. And an inventor draws 

on a range of intangible resources, including preexisting knowledge (of both 

science and other fields), needs seen in the marketplace, legal expertise (pat-

ents, regulations, and contracts), and emotional support and encouragement. 

Inventors may also be influenced by public events (such as wars or business 

conditions) or their personal situation (love, marriage, health, emotional 

depression), and so these should be included as inputs. To highlight that 

invention is an iterative process, there could just as easily be a loop back from 

the outputs to society, back to the original inputs.

Outputs
to

Society

Inputs
from 

Society

Processing 
by Inventor

Processing 
by Inventor

Inputs
from 

Society

Outputs
to

Society

Individual

Individual

If invention is a process that we can 
study, then at the very least it 
consists of inputs, a process, and 
outputs …

… and we should keep in mind that 
inventors interact with various people 
who provide inputs and help produce 
outputs

Need seen in marketplace
Legal environment
Knowledge and skills
Resources (money, tools, 
materials)
Public or personal events

Thinking
Observing
Sketching
Experimenting
Testing

Devices
Patent applications
Products for manufacture
Newspaper interviews
Lectures
Scientific articles
Business deals

Business partners
Friends and family
Skilled assistants

Business partners
Patent lawyers
Reporters

Figure 16.3

Invention as a social process.
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In terms of outputs, we expect inventors to produce devices and pat-

ent applications, but they also need to promote their creations. Hence, the 

outputs from the invention process should include interviews, lectures, and 

publications. And since inventors may sell or license their creations, we 

should also list business deals.

While inventors can bring some resources into the creative process on 

their own (for instance, they can read the technical literature or study needs 

in the marketplace), these inputs and outputs often come into the inven-

tion process through interactions with other people. These individuals can 

include business partners, skilled assistants, family and friends, patent law-

yers, and newspaper reporters. All of these intermediaries affect how ideas, 

resources, and results flow in and out of the invention process.

By considering the inputs and outputs to the invention process and by 

highlighting the individuals with whom inventors interact, I was placing the 

cognitive work of invention into a social context. Including an inventor’s 

relationships in the diagram allowed me to show how inventors draw on 

their social environment and, at the same time, how they seek to shape it.

An Inventor’s Flow

As I articulated invention as inputs- process- outputs, I soon realized that 

what Gorman and I had worked out in our research on the invention of the 

telephone was all the stuff that belonged in the middle, in the process box 

on figure 16.3. We had been mapping the activities by which an inventor 

gets an idea out of his head, refines it through multiple representations, 

and realizes it on the laboratory bench.

But as I looked with fresh eyes at our invention maps, I was reminded of 

how Tesla described his feelings in 1882 after he had envisioned his new AC 

motor using a rotating magnetic field. “For a while,” Tesla recalled fondly,

I gave myself up entirely to the intense enjoyment of picturing machines and 

devising new forms. It was a mental state of happiness about as complete as I 

have ever known in life. Ideas came in an uninterrupted stream and the only 

difficulty I had was to hold them fast. The pieces of apparatus I conceived were 

to me absolutely real and tangible in every detail, even to the minutest marks 

and signs of wear. I delighted in imagining the motors constantly running, for in 

this way they presented to the mind’s eye a more fascinating sight. When natu-

ral inclination develops into passionate desire, one advances toward his goal in 

seven- league boots.20
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What I had not yet appreciated was that invention is not just a process but 

a state of mind.

Like other creative people, inventors intentionally strive to generate a 

steady stream of ideas and representations, to study them, and to shape 

these ideas into meaningful inventions. Psychologist Mihaly Csikszentmi-

halyi calls this effort to generate a steady stream of ideas the “flow” of 

creativity.21 Taken as a whole, mapping the various representations used by 

inventors gives us a visual picture of the flow of their work.

In looking at an inventor’s flow, it is important to consider short- term 

versus long- term goals. Immersed in the creative process, an inventor may 

not be worried about the ultimate version of an invention but may simply 

be thinking about how she moves from one representation to the next. 

Being in the flow means being focused on the immediate opportunities 

and open to new possibilities as they present themselves. Along the way, 

inventors may change their mind about the ultimate goal, or the goal may 

only become clear by doing, by being in the flow. Hence, while it would 

be tempting to create a map of the invention process in which everything 

funnels into what we know as the final version, we should instead strive to 

include the ideas and devices that went nowhere, the false starts, and the 

wrong turns.

Combining Process and Flow

I now brought these two perspectives— input/output and flow— together 

on a single page (figure 16.4). I let the process move vertically down the 

page, with the inputs at the top and the outputs at the bottom. Meanwhile, 

I had the inventor’s flow move horizontally across the page.

This diagram allows us to follow how ideas and resources affect an 

inventor’s flow as well as how prototypes and other products then move 

out from the inventor’s workshop into society. For instance, an inventor 

may learn about an idea on his own. In this case, we would draw a line 

and arrow from the idea box down to the sketch or experiment box that it 

affects. In other cases, an inventor learns about an idea from an individual, 

such as a friend, business partner, or assistant. In these situations, we add 

an oval showing the person’s name.

In organizing the inputs and outputs depicted in figure 16.4, it is impor-

tant to arrange them by how they are experienced by the inventor, rather 
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than by some sequence embedded in the model. This is the major advan-

tage of the mapping technique over the old linear model. For example, the 

inputs— ideas, encouragement, needs, resources, and events— should 

be placed in the order by which historical sources indicate they affected 

the invention flow. In situations where a version of an invention is reported 

in a newspaper or written up in a patent application, we can connect a 

box in the flow that indicates outputs. Rather than squeezing the historical 

materials into the model, the model and diagrams are modified to reflect 

what the inventor is actually doing.

Yet we should be clear that the story portrayed in the historian’s flow 

process model can be very different than the one an inventor might tell 

about how she came to create a particular device. It is important to recog-

nize that inventors may edit the flow process down to a simple narrative 

to secure strong patents and to suggest that there was a logical progression 

in their thought processes. Moreover, an inventor may simply not be able 

to reconstruct all the twists and turns he took on the way to a particular 

outcome. Edison, for instance, introduced hundreds of sketches of the tele-

phone as evidence in patent litigation in the late 1870s, but in testifying 
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Invention as a flow process.
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he was hard- pressed to explain how he moved through this entire corpus 

of work.22

What Did This New Model Capture?

The flow model helps us capture three aspects of the invention process:

• The people, ideas, and resources that shape an inventor’s work

• The activities that inventors use to develop new inventions (thinking, 

sketching, experimenting, and testing)

• The results of the invention process (patents, prototypes, processes, 

products, and publicity)

It is important to note that this model is not intended to be restrictive. 

No “one size” fits all inventors. Indeed, the point of the model is to draw 

out the unique and special qualities of each inventor. The model serves 

to help us ask consistent questions across different episodes of invention. 

It should help us discern both the social and the cognitive dimensions of 

creativity.

This model permits us to capture more of the details of the invention 

process and allows us to construct richer narratives of how inventors com-

bine ideas and objects and merge the technical with the social. It also helps 

us to understand not only successful inventions but also the dead ends and 

ideas that fail. But, above all, this new model should enlarge our vision of 

what invention is and challenge us to better understand how people can 

create remarkable technology that changes the world.

The Entrepreneurial Turn in Research and Teaching

I found this new model of innovation as a nonlinear flow process to be 

enormously helpful in understanding how Nikola Tesla worked, but per-

haps even more so in my approach to teaching innovation.23 One of the 

most powerful features of the model is that it reveals the intellectual and 

social work required to convert a benchtop device into a commercial prod-

uct. Left on their own, inventors often prefer to concentrate on the flow, 

on moving from sketch, to model, to new experiment; recall the sublime 

pleasure that Tesla felt as he imagined a stream of new electric motors. In 

the diagram for the model, inventors want to keep moving in a horizon-

tal direction. When the time comes to convert a benchtop device into a 
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commercial product, however, the inventor must change direction; rather 

than put his or her energy into generating new variations, he or she has to 

work on connecting an invention with the wider world via publicity, busi-

ness deals, or manufacturing. Often these connections cannot be made by 

the inventor alone but require the assistance of partners and patent law-

yers. On the diagram, the movement of an invention from the benchtop 

to the marketplace means making a turn from the horizontal to the verti-

cal. Hence, the diagram shows major decisions— where the technical gets 

connected to the social— as a turn.

This entrepreneurial turn brings into crisp focus the importance of 

partnerships in technological creativity. Careful observers will notice 

that partnerships combining technical skills with business acumen are scat-

tered across the history of technology. In the case of Tesla and his AC motor, 

he needed the help of his business partners, Charles Peck and Alfred Brown, 

to know which motor ideas to patent, demonstrate in public lectures, and 

ultimately sell to George Westinghouse.24

The notion of an entrepreneurial turn also had powerful implications 

for teaching innovation. Several key ingredients are required to bring inno-

vations into the world:

• There must be creative people— inventors, designers, engineers, and 

scientists— who are allowed to generate ideas and prototypes. The Brit-

ish lovingly call these creative types “boffins.”

• The boffins must be protected from external distractions so they can be 

in the flow. This may mean giving them their own resources and space 

in an organization.

• At the same time, there must be individuals— the entrepreneurs— who 

can select the most promising variations from the flow and move them 

out into the world.

These three ingredients became, first, the kernel of a new course, and then 

a new technology entrepreneurship program at UVa.

In a new class, “Engineers as Entrepreneurs,” I guided students as they 

explored the habits and practices required to place themselves in a creative 

flow: how to observe the world; represent it in words, sketches, and simu-

lations; and generate innovations. My students had to understand that at 

times engineers— like artists or musicians— must fully immerse themselves 

in a technically rich stream of activities. This is the existential pleasure of 
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working in a lab or design studio.25 At the same time, I challenged them 

to pay attention to what customers and other stakeholders might need 

or want by conducting interviews and market research. Altogether, they 

would have to use their technical expertise to understand the flow of ideas 

in the laboratory and draw out those ideas that might be used to satisfy the 

needs of customers.

“Engineers as Entrepreneurs” was well received by UVa students and 

caught the attention of both the dean of engineering and engineering 

alumni who wanted to promote innovation within the school. Working 

as venture capitalists in Silicon Valley and elsewhere, several alumni had 

learned that the most important people to meet from a potential start-

 up were not the “suits” (the MBAs), but rather the boffins, the engineers. 

Indeed, these alumni had become convinced that the most promising 

future start- ups would not be led by MBAs who employed engineers, but 

rather by engineers who knew enough about entrepreneurship to run their 

own enterprises.

With guidance and financial support from these alumni, we launched 

UVa’s Technology Entrepreneurship Program (TEP) in 2010. TEP provides 

courses and activities that allow faculty, staff, and students to develop as 

entrepreneurs and innovators.26 The program offers at least six undergradu-

ate courses every year that cumulatively attract three hundred students. 

Students take these classes as part of their engineering major or in pursuit of 

a minor in entrepreneurship. In these courses, we teach customer discovery 

and employ Steve Blank’s Business Model Canvas.27 In most classes, stu-

dents work in teams and practice pitching their ideas to investors and entre-

preneurs from the local region. TEP also provides a variety of cocurricular 

activities to help aspiring entrepreneurs. Through a program called Works 

in Progress, students meet outside of class to brainstorm, form teams, and 

network with local entrepreneurs. To support our entrepreneurial students, 

we have two dedicated workspaces in the engineering school complex, and 

alumni have endowed several funds that support student projects.

Three core ideas underlie these courses and activities. First, we believe that 

technology entrepreneurship is different from the entrepreneurship taught 

in business schools. Entrepreneurship programs in business schools tend to 

emphasize demand- pull innovations: find an untapped market and then 

create a product or service that satisfies that market. In contrast, we believe 

the breakthrough technologies that alter everyday life are often supply- push 
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innovations that start at the laboratory benchtop and then move to the 

marketplace. Using the flow model of innovation, we are training engineers 

how to spot the most promising ideas percolating in labs— what one UVa 

alumni entrepreneur, Robert S. Capon, calls the “noble asset.” We then 

guide the students as they write patent applications, develop business plans, 

and work to launch ventures around these assets.

Second, it is critical to teach students about customer discovery. All too 

frequently, engineering students will come up with an innovation in the 

laboratory that is really cool to them but totally unrelated to a customer 

need. We show students how to talk to real customers, insisting that they 

not mention their idea but rather focus on the problems and wishes the 

customers might have. In fact, we tell our most promising student entre-

preneurs that they really don’t know what the market will be until they 

have spoken to at least one hundred potential customers. It is only through 

this process that students are able to construct a market that fits their 

innovation. Not surprisingly, customer discovery often prompts our stu-

dent entrepreneurs to redesign their inventions or to move their labora-

tory research in new directions. Customer discovery is at the heart of the 

National Science Foundation’s I- Corps program, and in 2017, we secured 

funding for an I- Corps program to train UVa faculty and graduate student 

to be entrepreneurs.28

The third big idea guiding TEP is that entrepreneurs need a community 

around them.29 Popular mythology often depicts entrepreneurs, like inven-

tors, as solitary individuals who work alone. However, as the flow model 

reminds us, inventors rely on a variety of people— friends, family, assistants, 

investors, and entrepreneurs— to be creative. In the same way, we have found 

that entrepreneurs do not work alone but rather need to interact with other 

entrepreneurs who provide ideas, guidance, and motivation. Across history, 

at the heart of the most innovative economies, you will find communities 

of entrepreneurs— whether it be Amsterdam’s coffeehouses in the seven-

teenth century, Philadelphia textile mills in the nineteenth century, Detroit 

machine shops in the early twentieth century, or Silicon Valley in the late 

twentieth century. In each of these places, entrepreneurs gathered to share 

and support one another.30

By drawing on history and listening to our students, we are nurturing a 

community of entrepreneurs. We help students who are just learning about 

entrepreneurship, but we also go out of our way to mentor those young 
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entrepreneurs who are ready to launch an enterprise. We create oppor-

tunities for these founders to meet regularly so they can learn from each 

other, and we provide our founders with dedicated work space.31 When-

ever possible, we encourage cross- disciplinary teams to form by working 

with students from the business, policy, and humanities arenas. We are 

especially proud that our founders frequently place highly in entrepre-

neurship competitions; for the past several years, our student teams have 

finished first in UVa events, including the E- Cup and the Darden Business 

Plan Competition. In 2016, Contraline, a student team whose members 

had invented a new contraceptive for men, placed second in the Atlantic 

Coast Conference’s InVenture Prize. Another student team, Agrospheres, 

won the 2016 Collegiate Inventors Competition and took top place in the 

2017 InVenture Competition. Agrospheres has since raised $750,000 to 

support development for using nanospheres to deliver pesticides precisely 

and safely to crops.  And in 2018, Ashwinraj Karthikeyan not only won the 

ACC Inventure Competition again for UVa but also received the $50,000 

Pike Prize for Engineering Entrepreneurship.  Karthikeyan has developed 

a new bandage for treating diabetic foot ulcers and he will be deploying it 

in India.32

Conclusion

How should innovators be trained? Can you use the past to teach the sup-

posedly unteachable? What we have learned is that invention and innova-

tion are not simply about genius, luck, or confidence. By studying Edison, 

Tesla, and Bell, you can find patterns in the ways they thought and worked. 

Using these patterns, you can formulate a framework that suggests insights 

to teach students. If you want students to be innovative, they need to know 

that invention is the interplay of ideas and objects. Students can learn and 

practice using different representations— notes, sketches, prototypes, and 

simulations— to move ideas from the mind’s eye into the material world. We 

can help them understand that inventors seek to be in a creative flow, striv-

ing to learn from each representation and to keep generating new variations. 

And student innovators can master the entrepreneurial turn— what it takes 

to recognize the most promising idea in a creative flow and to guide it from 

the laboratory bench to the end user. The past can be used to create curricula 

for innovation and entrepreneurship.
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Our experience in researching and teaching innovation and entrepre-

neurship at UVa offers several lessons for faculty and administrators who are 

creating similar programs at their institutions. First and foremost, there is a 

body of knowledge and a set of skills that can be taught and that improve 

the chances of students successfully converting an idea into a product. This 

knowledge and these skills can be introduced in formal courses, but more 

importantly, you need to create opportunities and spaces outside the class-

room where students can practice, practice, practice. As we often remind 

our students, Roland H. Macy failed four times before he came up with 

a winning formula for his New York department store. Is it not better for 

entrepreneurs to fumble a few times during their student years, before they 

face the vicissitudes of the real world?

To ensure that practice leads to results, students need guidance, mentor-

ing, and resources. Students cannot teach students to be entrepreneurs and 

innovators; they need to learn from both scholars of entrepreneurship as 

well as experienced entrepreneurs. An effective entrepreneurship program 

does not assume that students will automatically “get it” and keep coming 

back for more. Administrators and faculty must be committed to helping 

individual students connect what they learn in the entrepreneurship class-

room with cocurricular activities. Because these connections are built one 

student at a time, a successful entrepreneurship program is labor- intensive 

and ultimately expensive. Our experience has taught us that you can have 

all sorts of competitions, guest speakers, and get- togethers promoting entre-

preneurship, but students only become innovators by working closely with 

dedicated staff and faculty. It is about the relationships created, not the 

events.

But do programs emphasizing entrepreneurial knowledge, skill, and 

practice demonstrably increase innovation? To be sure, several UVa stu-

dents have become full- fledged innovators; we are proud of Evan Edwards 

and his auto- injector, and we expect great things from student teams like 

Contraline and Agrospheres. I would suggest that it’s not simple to measure 

direct cause and effect, that “concept X, taught to Y number of students, 

resulted in an increase in innovation by Z percent.” What one sees when 

working with student innovators is much more subtle— a better notebook 

sketch here, a more persuasive rocket pitch there, or a student team coming 

together and gaining confidence in themselves. Ultimately, what we teach 

is a mindset, an attitude that change is possible. Our students know that 
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they can develop the skills needed to innovate. Innovation, at its heart, is 

about nurturing the human spirit and fostering a faith in progress. None of 

our students have gone on to become the next Nikola Tesla— yet— but we 

see signs that we are on the right track.
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Only 19 percent of all software developers are female, and very few are in 

technology leadership roles that would enable them to make truly innova-

tive contributions. Consider that 88 percent of all information technology 

patents (1980– 2010) have male- only invention teams while only 2 percent 

have female- only invention teams.1 These statistics and others imply that 

a largely homogeneous group is creating the technology the world uses 

today— US white males (and increasingly Asian males). Women, and espe-

cially women of color, are essentially absent from technology innovation— 

absent because of low participation, absent because the world does not 

experience their potential contributions, and absent because when women 

do make technical contributions, they are often ignored, not recognized, 

or not given credit for their ideas. This is especially troubling given ample 

evidence of the critical benefits diversity brings to innovation, problem- 

solving, and creativity. Indeed, innovation springs from diversity— diversity 

of ideas, perspectives, voices, and in short, a diversity of people.2

However, numerous social and cultural influences are increasingly imped-

ing women’s contributions to technical creation in today’s tech workforce. 

Recognizing women as technical contributors requires explicit, conscious 

effort. Simply adding women to the pot and stirring is not going to make 

their ideas recognized or used. Technical design teams need to employ dem-

ocratic principles and techniques for making sure ideas are heard and dis-

cussed. Managers and supervisors (both men and women) need to perform 

as champions for their female technologists. And they need to be informed 

and equipped to do so effectively, with a clear understanding of both the 

values and unique challenges to gender inclusion embedded in our current 

systems and operations.

17 Confronting the Absence of Women  

in Technology Innovation

Lucinda M. Sanders and Catherine Ashcraft
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A pressing need to address these factors led to the formation of the 

National Center for Women and Information Technology (NCWIT) in 2004, 

a National Science Foundation (NSF) funded effort to “significantly increase 

women’s meaningful participation in computing.” We emphasize “signifi-

cantly” because clearly the numbers were quite low then and “meaningful” 

because this effort was not intended to be merely a numbers game. We 

must have women in the roles critical to the invention of future technology 

(architect, lead designer, etc.) and not only in the jobs that support those 

who create it (such as project management and system verification).

In this chapter, we look briefly at the latest research documenting the ben-

efits that diversity brings to innovation, identify what “meaningful partici-

pation” really means, and explore the underlying psychological and cultural 

mechanisms behind women’s continued absence in technical innovation. 

We describe actionable practices that not only can mitigate these impacts, 

but also help organizations adopt pro- innovation strategies through effective 

diversity and inclusion efforts involving the important work and practical 

resources of NCWIT.

Why Does Addressing Women’s Absence Matter?

Women’s current underrepresentation spells trouble for the tech industry 

and for the future of technical innovation, especially in light of an increas-

ing body of research documenting the significant benefits that diversity 

brings to innovation. Some of these key benefits are summarized below. 

Let’s consider a few examples:

• A 2009 study of five hundred US- based companies found that higher 

levels of racial and gender diversity were associated with increased sales 

revenue, more customers, greater market share, and greater relative prof-

its. Racial diversity, in particular, was one of the most important predic-

tors of a company’s competitive standing within its industry.3

• A 2007 study by the London Business School of one hundred teams at 

twenty- one different companies found that work teams with equal num-

bers of women and men were more innovative and more productive 

than teams of any other composition. They attributed this finding to the 

fact that members on these teams were less likely to feel like “tokens” 

and better able to meaningfully contribute their ideas and efforts.4
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• Using computer and mathematical modeling, Scott E. Page of the Uni-

versity of Michigan has demonstrated that diverse teams consistently 

outperform even teams comprising only the “highest- ability” agents.5

• Another recent study of work teams revealed that the intelligence level 

of individual team members was not a predictor of the collective intel-

ligence of the team. However, one of the key predictors of the collective 

intelligence of a team was a larger number of female team members.6

Additional studies have found benefits of gender diversity for start- up 

companies as well. For example, an analysis of more than 20,000 venture- 

backed companies showed that successful start- ups have twice as many 

women in senior positions as unsuccessful companies.7 In addition, in a 

study of all investments made in US- based companies between 2000 and 

2010 by US- based venture capital (VC) firms, those that invested in women- 

led businesses saw an improvement in their VC firm’s performance.8

In light of research studies such as these, technical organizations can-

not afford to continue losing out on the benefits that gender diversity and 

other kinds of diversity can bring to technical advancements. Technology 

innovation is a creative process that involves teams; often many teams, 

both large and small, work on a single product or service from front- end 

requirements generation, through design and development, to product 

rollout and support. Clearly, it matters who sits at the table on these teams, 

and all of them would benefit from the increased participation of women. 

But as we noted earlier, by and large, women are not participating in tech-

nology innovation roles, but rather in the roles that support others who 

are engaging in leading- edge technology design and development. This 

point is not intended to be an evaluative statement about the importance 

of these support roles— indeed, they are critical. However, they are often 

not the roles leading to new technology breakthroughs. NCWIT partners 

with many of the world’s largest companies, and it is rare to find a woman, 

let alone a racial minority, leading any significant technical development 

effort. We need a diverse array of people contributing to both support and 

creation roles.

Toward this end, we need to understand why women are absent in the 

first place. Here, it is important first to clarify that women (and other under-

represented groups) are not simply absent from technical environments, 

but that even the few women who are present are leaving the field. A 2008 
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study found that 74 percent of technical women report “loving their work,” 

yet 56 percent of these women leave midcareer (after ten to twenty years). 

For the most part, they are not leaving, as many often suspect, for familial 

or other kinds of obligations. Of the 56 percent of women who leave, 75 

percent remain in the workforce full time. Fifty percent remain in technical 

jobs, but not in the private sector; they either take positions in govern-

ment, nonprofits, or start- ups. Only 25 percent leave the workforce. These 

patterns suggest that women leave not because they do not like tech or 

because they want time out of the workforce, but rather because of fac-

tors in the private sector’s corporate technical environment itself. Imagine 

what would happen if we could change these factors and stem the tide of 

female attrition. The same study estimates that reducing female attrition by 

25 percent would return hundreds of thousands of women to science and 

technology workplaces.9

The good news is that we have extensive knowledge about the factors 

causing women to leave technology or preventing them from entering in 

the first place. An understanding of these barriers is the first step in address-

ing them. In the next section, we examine some of the principal reasons for 

women’s absences, most notably the pervasive and subtle effects of uncon-

scious bias.

Why Does Women’s Absence from Technology Persist?

We contend that for lasting change to occur, companies need to under-

stand and focus serious attention on the role that unconscious bias plays 

in women’s persistent absence from technology contexts. Doing so is cru-

cial for at least three reasons. First, unconscious bias is arguably the most 

pervasive, but least understood, factor affecting women’s participation in 

technology. As we shall see, these subtle biases are encoded in both insti-

tutional barriers and in everyday instances in technology workplaces, cre-

ating myriad stealth barriers to women’s meaningful contributions.10 In 

an encouraging turn of events, recent public conversation around these 

biases has increased, but we have a long way to go to help company lead-

ers, managers, and employees understand the impact of these biases on 

the technical workforce.11 Second, an understanding of how unconscious 

bias works helps to quell the “blame game” and other kinds of unproduc-

tive conversation so often present in discussions around women in tech.12 

Addressing these issues is not about pitting groups against each other; it is 



Confronting the Absence of Women in Technology Innovation  327

not about “good” people who are enlightened and “bad” people who are 

biased. We all share these biases, women and men alike, and while at first 

glance this may seem rather discouraging, the good news is that we can 

all work together to address these biases in meaningful ways. Finally, it is 

worth pointing out that unconscious biases can be relatively inexpensive 

to address. While larger company programs are also needed to fully address 

these biases, individual managers and leaders can often make a significant 

difference by altering their behaviors in small but significant ways.

When NCWIT presents this body of knowledge in technical organiza-

tions, the reaction is largely one of relief and confidence in a new way of 

talking about these issues that avoids pitting groups against each other. 

We stress, however, that it is important to move beyond awareness and 

training and toward action. As a result, we often see significant action to 

“operationalize” this newfound awareness and address biases in everyday 

business processes.

We also wish to note that while the focus of this chapter is on the expe-

riences of women, it is important to remember that women vary in terms 

of race, class, gender, ability, sexual orientation, and other points of dif-

ference. As a result, considering how these unconscious biases play out 

for a diverse range of women is crucial. Likewise, increasing the participa-

tion of all underrepresented groups is also important. Although most of 

our examples focus on women (and will, therefore, sometimes gloss over 

important differences among women), it is vital that we keep in mind that 

these unconscious biases affect members of all underrepresented groups in 

various ways. Importantly, many of the strategies that we recommend will 

also improve the work environment for members from a variety of under-

represented groups.

What Is Unconscious Bias, and How Does It Work?

Unconscious biases are the direct result of schemas— or maps that we all 

have in our head— that help us quickly filter new information and catego-

rize it in meaningful ways. These schemas are vital and necessary; without 

them we would be paralyzed by all the information we receive in a given 

day. For example, we have schemas for simple concepts such as a tree, a 

car, or a mall. We may drive by a strange group of buildings we have never 

seen before, but because we have developed a schema for “mall,” subtle 

cues let us know that this set of buildings is another example of a mall. In 

other words, we do not have to start from scratch and examine new objects 
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closely each time we see them. We also have schemas for more complex 

things like “leader” or “technical person.” These schemas shape our defini-

tions of what makes a good leader or what a talented technical person looks 

like. We also have schemas related to gender, race, class, and other intersect-

ing categories of identity. These schemas subtly influence our perceptions 

about what is appropriate behavior for women, men, and so on.

Of course, because these schemas help us filter information, they can also 

lead us to filter in ways that result in misrecognition, misinterpretations, 

or misunderstandings. When it comes to more complex interactions in the 

workplace, these schemas can cause us to misinterpret people’s behaviors 

or to miss certain strengths, talents, or characteristics that do not fit our 

schemas for, in this case, a good leader or a good technical person. Likewise, 

such schemas also can cause us to characterize women as “too aggressive” 

and advise them to “tone it down” when the same behavior from men is 

often deemed more acceptable.13

A great deal of research has shown that society has significant biases about 

gender, science, and technology.14 Likewise, these biases pervade popular 

culture— for example, from overt displays in advertisements and children’s 

books to more subtle messages of omission, such as the lack of media rep-

resentations of women in key technical roles.15 Keep in mind that we do 

not necessarily need to buy into or consciously believe these messages to be 

affected by them. A lifetime of exposure to these messages affects our schemas 

even if we consciously believe that anyone can do science or technology. To 

test this out yourself, try taking the Implicit Association Test created in 1998 

by researchers Tony Greenwald, Mahzarin Banaji, and Brian Nosek.16 The test 

related to gender and science/technology measures the speed of associations 

test takers make between male and female terms and science, technology, or 

liberal arts terms. Over the past two decades, thousands have taken the test, 

with nearly 90 percent having some kind of masculine- associated bias when 

it comes to gender and technology. We too have taken the test, and though 

we work at NCWIT, we both still test moderately or mildly biased.

Similar patterns of bias also have been demonstrated repeatedly in myr-

iad studies.17 For example, several studies have shown that evaluators con-

sistently score résumés lower when they are assigned a female name instead 

of a male name, even though the résumés are exactly the same.18 Similar 

patterns have also been documented when it comes to race, where résu-

més with stereotypically “white- sounding” names received 50 percent more 
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callbacks than résumés with stereotypically “black- sounding” names.19 

In some of these studies, the participants making the biased evaluations 

were psychologists themselves— individuals who study and are especially 

well versed in this kind of phenomenon!20 In addition, both female and 

male evaluators tend to make lower assessments of women candidates. The 

important takeaway here is that this is not about “enlightened” versus “prej-

udiced” people; we all (both women and men) share these subtle biases and 

need to work together to address them.

How Do These Biases Play Out Every Day in Workplaces— and  

in Particular, Technology Workplaces?

Biases are already circulating in society at large, and individuals encounter 

them in a variety of contexts even before they enter organizations. We then 

bring these biases into our organizational cultures. They shape organiza-

tional cultures in two ways: (1) subtle dynamics or everyday interactions 

that may seem small in the moment but that add up over time, creating 

an exhausting or unwelcome environment; and (2) institutional barriers, 

formed where these biases become unconsciously embedded in the organi-

zation’s policies and programs, making these systems appear as simply the 

“natural order of things.”

Subtle Dynamics

Let’s consider some examples of both of these kinds of biases, beginning 

with subtle dynamics. Micro- inequities are one powerful example of these 

kinds of subtle instances (see box 17.1).21

All of these examples are subtle, tiny jabs that can slowly erode a wom-

an’s sense of belonging, confidence, and her sense that she “fits in.” For 

those making the comments, it is also subtle; remember, this differs from 

overt discrimination. These interactions stem from unconscious biases that 

cause us to misjudge, misread, or be unaware of the effects of these kinds 

of comments. While any one instance can seem small, like a dripping fau-

cet, the effect adds up over time, making women feel as if they do not 

really belong and undermining what is often thought of as a meritocratic 

organization.

Another pervasive example of these subtle biases surfaces in a phe-

nomenon called stereotype threat— that is, the fear that our performance 

or actions will confirm a negative stereotype about an identity group to 
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which we belong. In nearly two hundred studies with a variety of differ-

ent populations, this phenomenon has been shown to reduce confidence, 

performance, and risk- taking.22 For example, elderly people perform worse 

on memory tests when told the test is designed to increase understanding 

about connections between age and senility. Likewise, students of color per-

form worse on tests when racial stereotypes about intelligence are invoked 

ahead of time, and girls or women perform worse on math tests when gen-

der/math stereotypes are called to their attention. In fact, simply moving 

the race or gender question to the end of a standardized test has been shown 

to dramatically increase the scores for women and students of color.23

In a particularly interesting study, the researchers wanted to see if a sin-

gle instance of stereotype threat could induce similar effects. To do so, they 

conducted an experiment with white male engineering students at Stanford 

University, all of whom had high math scores. Half of the students were 

simply told that they were taking a math ability test while the other half 

were told that they were part of a study to understand why Asian students 

scored better on math tests than white students, thereby invoking the one 

context where white men might experience stereotype threat around math. 

As you might imagine, the students in the latter group did significantly 

worse than those who were not exposed to the stereotype threat. This study 

demonstrated that even one (or relatively few) instance of exposure to ste-

reotype threat can have powerful effects.24 Imagine the effect that a lifetime 

of exposure has on individuals.

So how does stereotype threat show up in the technical workplace? It is 

important to recognize that being a minority in a majority environment 

can be a significant trigger for stereotype threat, reducing confidence and 

Box 17.1

Micro- Inequities in the Workplace

Slight: “Actually [surprised tone], Susan has a good idea.”

Exclusion: “Oops, I forgot to cc her on the email about the architecture 

review.”

Recognition: “No, I’m pretty sure Jane would not have had the idea to use a 

link algorithm.”

Isolation: “Dude, let’s talk about it over a beer.”
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risk- taking and resulting in not speaking up in meetings, a reluctance to 

take on leadership roles, and overly harsh evaluations of one’s work prod-

ucts and personal performance.

Often other colleagues attribute these types of actions as evidence of 

“innate personality” traits of these individuals. You have perhaps heard 

this expressed in comments such as “so- and- so just isn’t very confident” 

or “isn’t much of a risk taker.” But it is important to remember that these 

incidents are often about the environment and not the individual.25 Reduc-

ing stereotype threat and making the environment more welcoming goes a 

long way toward increasing confidence and performance and eliminating 

these kinds of survival strategies. This points to the importance of building 

structures and strategies that create productive team environments, such 

as soliciting the opinions of quieter employees and creating environments 

where everyone can be heard, not just the loudest speakers. It also involves 

intervening when someone gets credit for an idea someone else offered ear-

lier and ensuring that quieter employees get credit for their work.

NCWIT spends considerable time explaining stereotype threat research 

and its practical applications within organizations, and we find the gained 

understanding can quickly shift the institutional focus from that of 

“fixing” individuals to one of changing the environment. Of course, indi-

vidual employees need professional development, and individual people 

must take action to change the environment, but this is distinctly differ-

ent from interventions that assume women are not risk- takers or that they 

just need to be more confident.26 While these kinds of “fix the individual” 

approaches pervade popular discourse, they often ignore important envi-

ronmental reasons why women may seem or choose to be “less assertive” or 

to not take risks.27 Without addressing these fundamental environmental 

or systemic issues, real change will not occur.28

Likewise, encouragement goes a long way toward reducing the effects of 

stereotype threat. Countless women have told us how encouragement from 

a colleague was the critical factor in their decision to apply for a promotion 

or an award; without this encouragement, they would have felt it was too 

risky. If they receive the promotion or award, this also further reinforces 

their sense of confidence and belonging. Research also shows that encour-

agement is one of the most effective strategies for increasing the retention 

of women in computing.29
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It is important to point out here that strategies for confronting stereotype 

threat will benefit all employees. For example, quieter men will also benefit 

from more inclusive team meetings. These strategies make the environment 

better for everyone, but they are especially important for minorities working 

in a majority environment.

Institutional Barriers

A great deal of research also highlights how biases become encoded in larger 

policies and programs in the workplace, thereby forming institutional barri-

ers that supersede individual behaviors or interactions. Earlier, we discussed 

how these biases subtly influence hiring with the evaluation of female and 

male candidates’ résumés. But other institutionalized hiring practices also 

can reflect hidden biases. For example, relying primarily on personal con-

tacts, referrals, or recommendations when hiring tends to perpetuate the 

status quo. When it comes to referrals and recommendations, people tend 

to recommend people much like themselves, a phenomenon known as 

“assortative matching.”30 According to a study for the Federal Reserve Bank 

of New York, 64 percent of employees recommended candidates of the same 

gender, while 71 percent referred candidates of the same race or ethnicity.31 

At least one study has found that women referred for entry- level tech jobs 

are significantly more likely to be hired than women without referrals; the 

same study found that for executive high- tech jobs, referred candidates are 

much more likely to be men than women.32

These biases also shape performance evaluations and promotion pro-

cesses. For example, evaluations for men tend to be longer and to contain 

more comments about skills and individual achievement, while letters for 

women are shorter and contain more comments about “softer,” stereotypi-

cally feminine skills such as communicating and collaborating. Evaluations 

for women tend to attribute achievement to hard work or luck rather than 

talent or intelligence, and to contain more “doubt raisers.”33 Similarly, 

men tend to receive more “constructive criticism” related to skills, whereas 

women tend to receive more of this kind of criticism related to personal-

ity issues, with comments about sometimes coming across as “abrasive” 

or needing to be less “judgmental” in tone. One investigation found that 

these kinds of comments appeared in seventy- one of the ninety- four critical 

reviews received by women but only twice in eighty- three critical reviews 

received by men.34
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Finally, and especially important for our concerns here about women’s 

participation in innovation, biases also pervade the kinds of jobs or tasks 

women take on or are asked to do. As a result, it is important to look for 

unintended biases in the assignment of particular tasks— who gets assigned 

the “high visibility” tasks and who gets assigned the more mundane tasks 

or the “higher risk, scapegoat” kinds of projects. These kinds of subtleties 

are more difficult to measure, and we are only beginning to understand 

how they play out in technical workplaces. One study found that nearly 

half of all women in technology workplaces felt that women were more 

often pushed into “execution” roles and had less access to “creative” roles.35 

There is anecdotal evidence to suggest that technical women are told they 

are “better communicators” and “better team players” than men— in 

essence, that they are more valuable in those roles than in the lead techni-

cal creative roles. More research to understand these kinds of barriers is vital 

for fostering women’s involvement in technical invention.

At this point, we have mostly discussed the bad news. Thankfully, there is 

also good news. We can employ strategies that help expand our schemas and 

that reduce the effects of these biases. Consider one powerful example from 

a different industry. In the 1970s and 1980s, many orchestras began imple-

menting a “blind audition” screening process. Previously, hopeful musicians 

would perform in person, allowing the evaluators to see the individual giving 

the performance. With blind auditions, performers were required to audition 

behind a curtain, and great care was taken to avoid unintentional gender 

cues (e.g., removing shoes so that one couldn’t hear the click of high heels). 

This simple change increased the chances that female performers would 

make it out of preliminary screening rounds by 50 percent and resulted in a 

25 percent increase in the number of females ultimately hired.36 In the next 

section, we explore how we might work toward change when it comes to 

increasing women’s participation in technical innovation.

Call to Action: Addressing Biases and Creating Inclusive  

Organizational Cultures

Over the past ten years, NCWIT has learned quite a bit about ways to 

address these existing biases and to ultimately develop more inclusive tech-

nical cultures where a diverse range of employees can thrive. In what fol-

lows, we first focus on promising practices and systemic reform in corporate 
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technical culture. We call particular attention to this arena because, to date, 

it is one of the most often overlooked areas for change. Typically, change 

efforts tend to focus on the educational pipeline, from engaging girls ear-

lier in school to recruiting and retaining them in postsecondary education. 

These efforts will do little good, however, if we do nothing to change the 

conditions currently causing women and other underrepresented groups to 

leave tech. Changing these cultures to improve retention and advancement 

is equally if not more important and needs to be given more attention than 

it currently receives. At the same time, of course, the pipeline is also impor-

tant. We conclude then with a look at some of NCWIT’s national and local 

efforts to support organizations across the pipeline in creating change.

Corporate Organizational Strategies for Action

Drawing from the available research, Catherine Ashcraft developed an 

industry change model for how companies can take an “ecosystem” or mul-

tipronged approach that addresses the primary biases and factors that affect 

women’s participation in information technology (figure 17.1).37 Such an 

approach is necessary for lasting change to occur. Instituting piecemeal 

practices may be helpful in some cases but will not result in sustained, sys-

temic change.

The two elements in the center of the model are vital for the sustained 

success of all other efforts: (1) establishing top leadership support and 

institutional accountability, and (2) improving the managerial relation-

ship. What gets measured is what gets done. Accordingly, leaders must give 

more than lip service to these efforts and must institute “accountability 

metrics” that track progress. In addition, educating and resourcing manag-

ers in order to create inclusive environments is critical because managers 

can make daily life difficult for employees, even if many inclusive policies 

are formally on the books. Without these two foundational efforts, other 

change efforts are less likely to have the desired impact. Over years of work-

ing with companies on these efforts, we have developed a set of resources 

to equip managers and senior leaders with strategies for reducing biases in 

recruitment and selection, employee development, team management, and 

performance evaluation and promotion.38

The six areas in the outer part of the circle indicate the key areas where 

change is typically needed to create an inclusive ecosystem. We encourage 

companies to engage in data collection and strategic planning to identify 
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the areas in which they are weaker and stronger.39 Below are a few central 

practices that relate to different areas of the Industry Change Model.

• Analyzing job descriptions and interview practices. Resources exist to help 

ensure that job ads are free of subtle biases in language, that they are 

engagingly written, and that they contain clear criteria about what skills 

are required versus “preferred.”40 Also, interview teams should include 

diverse representation and ensure that interview questions really probe 

the skills needed for the job, as opposed to assessing vague qualities such 

as “fit” for the organization. The latter is a red flag for the presence of 

biases.
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NCWIT’s Industry Change Model. Courtesy of NCWIT.
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• Auditing physical environment and recruitment materials/practices. Ensure 

that recruitment materials, website pictures and text, and pictures and 

décor in the physical environment represent a diverse range of people.

• Analyzing performance reviews and assigning tasks. The following types 

of questions should be considered: Are particular employees always 

assigned the highly visible tasks instead of the high- risk tasks? Who rou-

tinely gets offered “stretch” assignments? Do performance reviews for 

men tend to be longer than for women? Are there differences in the kinds 

of criticism offered or the kinds of skills highlighted?

• Setting accountability metrics. As the old adage goes, “What gets measured 

is what gets done.” Top leaders need to demonstrate their support for 

inclusive practices, holding themselves and other leaders accountable 

for measurable change. This involves establishing metrics for progress 

and connecting these to the business.41

• Creating healthy team environments. As noted earlier, it is important for 

team leaders (and everyone, really) to solicit the opinions of quieter 

employees either during meetings or after. It is also important to ensure 

that individuals get credit for their ideas and work. Simple comments 

such as “I’d like to hear more about what she has to say” or “I believe she 

mentioned that same point earlier, and I’d like to hear more about what 

she was thinking” can make an enormous difference in team climate.

It is also important to point out that in many ways these types of practices 

are also just good leadership practices. Conveniently, this means that they 

are good for men; however, they are even more important for women and 

other underrepresented groups— for anyone who is a minority in a majority 

group environment.

NCWIT Strategies and Platforms for Action

We have focused up to this point mostly on private- sector technology inno-

vation, even though such progress also emanates from universities and 

public- sector institutions. We also acknowledge the importance of inclu-

sion in technical education; hence, we will discuss NCWIT’s work across the 

full computing pipeline.

Founded in 2004, NCWIT is a change- leader network whose mission is 

to significantly increase the meaningful participation of women and girls in 

technology. We employ a three- pronged approach to effecting this change: 
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(1) convene, (2) equip, and (3) unite. First, as a capacity- building organization, 

we convene more than 650 universities, companies, nonprofits, and gov-

ernment organizations nationwide working across K– 12 education, higher 

education, industry, and policy contexts to increase women’s participation 

in computing and technology. Member organizations participate in one or 

more of five NCWIT alliances spanning the educational “pipeline”  (K– 12, 

academic, workforce, entrepreneurial, and affinity group alliances). As part 

of their membership in these alliances, they are entered into a change- 

leader community and connected to myriad other organizations working 

on similar efforts to make computing curriculum, as well as educational 

and workplace environments, more inclusive.

Members meet annually at the NCWIT National Summit to learn about 

and share promising practices and the latest research related to gender, 

diversity, and technology. Throughout the year, we employ a “personal 

trainer model,” helping these organizations assess their needs and plan 

strategies for change in their own organizations. In so doing, we empha-

size changing the overall culture around computing and technology, as 

opposed to promoting professional development efforts that tend to focus 

on helping women fit into existing cultures (e.g., creating a personal brand, 

developing an executive presence, speaking more assertively). While pro-

fessional development efforts can help women survive their current orga-

nizational climate, we believe that, given the extensive research regarding 

the pervasiveness of bias, lasting change will not occur unless we work to 

change existing technology cultures.

The second prong in our approach revolves around equipping our mem-

bers with research- based resources to help them implement practices that 

we know work for women and other underrepresented groups in com-

puting. The NCWIT Social Science Team ensures that these resources and 

recommendations are grounded in the latest and best available research. 

According to our last member survey in 2013, our resources have been 

successful in raising awareness, increasing knowledge, and prompting 

action. Evaluation shows that eight out of ten members reported learn-

ing something new from NCWIT resources, and six out of ten used a new 

strategy because of a resource. Ninety percent of our members have shared 

a NCWIT resource with someone else.

Finally, the third prong of our approach involves uniting our members. 

We combine the efforts of programs such as Counselors for Computing, 
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sitwithme.org, and NCWIT Pacesetters to accelerate progress through 

national platforms and campaigns. Each combines the collective strength 

of our membership; NCWIT provides the infrastructure, tool kits, and proj-

ect management to support these efforts, and members participate locally, 

tailoring these efforts to their own cultures and environments.

Our Counselors for Computing campaign aims to raise awareness among 

K– 12 counselors, providing workshops and resources that build awareness 

about educational pursuits and careers in computing. Our Aspirations in 

Computing program is a pipeline program reaching thousands of girls each 

year from high school through college. Seed Funds and Extension Services 

support postsecondary practice implementation. The NCWIT Pacesetters 

program brings corporations and universities together to focus on quan-

tifiable progress. Sit With Me is a platform to raise awareness about the 

important contributions technical women make. In providing a platform 

to showcase the stories of successful women in technology, this program 

also aims to challenge cultural images that associate technology with men 

or masculinity. A number of other NCWIT efforts are working to rewrite 

these cultural images, including our Entrepreneurial Heroes podcast series 

and Technolochicas, a new website that highlights the experiences of suc-

cessful Latinas in computing.42

Throughout NCWIT’s history we have focused on a wide variety of both 

aspirational and remedial efforts in each one of our strategic prongs, 

working with our membership and the general public at large to source 

ideas. For example, at the NCWIT summit, we acknowledge, inspire, and 

celebrate change leadership while discussing research and promising prac-

tices for change. The Aspirations in Computing program is inspirational 

and instructional, while Extension Services is remedial. Although it is dif-

ficult to prioritize and implement such a wide range of efforts, we have 

found that this range is critical to national progress. In other words, there is 

no “silver bullet”— the stakeholder base is broad and requires a wide spec-

trum of support.

Conclusion

Recognizing women as technical innovators requires explicit, conscious 

effort. To reiterate, simply adding women to the pot and stirring is not going 

to make their ideas recognized or used. The NCWIT approach (convene, 
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equip, unite) has resulted in practices and programs that have combined 

to achieve notable educational pipeline growth. We see this growth accel-

erating in the coming years. We also see public awareness of these impor-

tant issues increasing rapidly. Note the recent attention to these matters 

in Silicon Valley and the subsequent release of diversity data by a number 

of companies.43 We are excited to see this momentum and believe that it 

bodes well for a turning point in the conversation. While the numbers are 

often dismal, being transparent about the problem and providing a start-

ing point from which to measure progress is vital. We cannot afford to 

let this momentum subside if we truly want to change existing conditions 

for women and other underrepresented groups in computing. We encour-

age organizations to take advantage of this moment and to work together 

across education, industry, government, and nonprofit sectors, ensuring 

that women no longer remain absent— that they instead are able to make 

vital and meaningful contributions to enhance the technology of future 

generations.
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Although the premise behind the innovator imperative is that the world 

needs more innovators, we argue here that it is important to make respon-

sible innovators. Simply supporting research and development in the name 

of societal benefits and then waiting for the market to sort it out is not 

enough. Rather, we have a responsibility to shepherd science and technol-

ogy through the innovation process to ensure that innovation outcomes 

do not adversely impact the societies we intend to advance. Accordingly, 

we need to look beyond traditional educational models in order to instill 

the capacities that will help innovators be more socially responsible in their 

daily activities.

Responsible innovation is a contemporary response to an old question 

of the production of novelty: Is it good, or just new? There is no doubt that 

the world is awash in challenges that require innovation in response. The 

Millennium Development Goals and their successor Sustainable Develop-

ment Goals from the United Nations are good examples of sociotechni-

cal challenges for which the right knowledge- based innovations might be 

incredibly helpful.

Responsible innovation also recognizes, however, that knowledge- based 

innovation is one of the forces that got us into our current mess. The lega-

cies of nuclear waste, industrial chemistry and pesticides, e- waste, auto-

mobiles, and so forth reinforce the idea that novelty is not an unalloyed 

good. We should give significant forethought to both the kind of innova-

tions we want to introduce and take up into use, as well as the kind of 

world we want to be building by choosing one kind of innovation over 

another kind of innovation, or even another category of response.

Responsible innovation approaches are particularly important in address-

ing the innovations propelled by emerging science and technologies such 
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as nanotechnology, synthetic biology, artificial intelligence and robotics, 

and neurotechnologies. These emerging technologies— characterized by 

their high stakes, high uncertainty, and contested novelty— come with few 

data and controversial experience for guidance.2 Responsible innovation is 

a way to think about guidance or, more directly, governance of emerging 

technologies even as they have yet to emerge fully.

As a term of art, responsible innovation builds upon decades of policy 

experience, educational aspirations, and scholarly insight around the com-

plex interactions of science, technology, and society. The precise meaning 

of responsible innovation and that of its various cognates is still emerg-

ing and contested, but we outline what we see as three distinctive features 

of responsible innovation as a practical and concerted attempt by science 

policy actors and others to address societal dimensions of science and inno-

vation. We then briefly outline some of the implications for (re)training 

scientists, engineers, and others involved in various aspects of innovation. 

Finally, we reflect on some of the integrative conditions and outcomes of 

the Center for Nanotechnology in Society at Arizona State University (CNS- 

ASU) as a basis for informing experimental institutional designs aimed at 

building capacities for responsible innovation.

What Is Responsible Innovation?

Although policies, practices, definitions, and frameworks for responsible 

innovation continue to emerge, several formulations have been particu-

larly influential. In one such definition by policy scholar René von Schom-

berg, it is

a transparent, interactive process by which societal actors and innovators become 

mutually responsive to each other with a view to the (ethical) acceptability, sus-

tainability and societal desirability of the innovation process and its marketable 

products (in order to allow a proper embedding of scientific and technological 

advances in our society).3

In another definition that we helped craft, it is

a commitment of care for the future through collective stewardship of science 

and innovation in the present.4

Cognate terms include “responsible development,” used by the US 

National Nanotechnology Initiative in its strategic plans;5 “responsible 
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research and innovation (RRI),” often used in the European context;6 and 

“prudent vigilance,” used by the US Presidential Commission for the Study 

of Bioethical Issues in conjunction with its inquiry into synthetic biology.7

Diverse research, policy, and educational efforts have recently been 

devoted to developing, implementing, and observing responsible innova-

tion. These include formal policies and programs, transnational meetings, 

and large- scale research projects and consortia.8 Erik Fisher and Arie Rip 

review a number of related developments around responsible innovation, 

primarily across Europe and North America, from the standpoint of multi-

level governance and its dynamics. They find that responsible innovation 

has been an explicit focus of policy discourse and directives in numerous 

nations and cross- national activities.9 In short, responsible innovation is 

having effects on concrete decisions at the levels of both science policy- 

making and scientific practice.

As mentioned, much of what is called responsible innovation derives 

from decades of policy experience around science- society interactions. 

Therefore, it is worth reflecting on how it compares with previous and 

existing policy programs and mechanisms that have proliferated interna-

tionally. Widely adopted “policy for science” programs and mechanisms 

have sought to raise the ethical awareness of researchers, mitigate undesir-

able impacts of scientific research, enlist societal research in a collaborative 

manner, and enable public participation. These include institutional review 

boards (IRBs), which oversee research on human subjects at institutions that 

apply for federal funds; the responsible conduct of research (RCR), which 

articulates standards for laboratory conduct around fraud, falsification, pla-

giarism, and other inappropriate practices; technology assessment, which 

has been institutionalized (and deinstitutionalized) in some legislative set-

tings in the United States and Northern and Western Europe; ethical, legal, 

and societal implications research, which has accompanied research on the 

Human Genome Initiative, the National Nanotechnology Initiative, and 

similar national research initiatives in the United States and Europe; and 

environmental impact assessments, which provide a process for public 

inquiry into the environmental ramifications of large- scale projects. To the 

extent that these functions are also associated with responsible innovation, 

it is fair to question whether that moniker brings anything of its own to the 

family of explicitly normative “policies for science.” We think that it does.
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What Is Different about Responsible Innovation?

The definitions, frameworks, and practices associated with responsible 

innovation exhibit three relatively unique features in comparison to previ-

ous internationally adopted policy approaches to addressing the societal 

aspects of science and innovation. In our view, responsible innovation is 

unique in (1) its comparatively broad stance toward science and innova-

tion, (2) the societal context within which it embeds science and inno-

vation, and (3) the active role assigned to experts who participate in the 

innovation process, including scientific researchers, technology developers, 

and industrial designers.

To begin with, as the term itself implies, in responsible innovation the 

object of attention (or in policy terms, the object of governance) appears 

to be shifting from the societal “impacts,” “implications,” or “dimensions” 

of a specific research program— such as genomics or nanotechnology— to 

those of science and innovation writ large. Consider the responsible inno-

vation framework recently adopted by the UK Engineering and Physical 

Sciences Research Council (EPSRC), which applies at the generic level of 

science and innovation funding, rather than being confined to one particu-

lar program. In other words, responsible innovation is less about whether 

to conduct societal research, technology assessment, or an environmental 

impact assessment than about how innovation should take place in light of 

its social, environmental, and political contexts.

Closely related to this first point is a second one that concerns the soci-

etal context of innovation and its governance in society. The idea that the 

societal dimensions of innovation need to be taken into account through-

out the innovation process and as a general proposition resonates with the-

oretical claims about the centrality of science and technology to modern 

societies. As more and more aspects of modern life become dependent upon 

science and technology for their routine operation, so too is the success 

of science and technology increasingly dependent upon complex social 

dynamics and political phenomena. This is perhaps most clear in the case 

of technological risk and its management. Due to complex interactions 

between social and technological systems, risk is no longer something we 

can think of as dispensed with through expert reasoning and public assur-

ances. Rather, risk is a condition of innovation and must be dealt with 

accordingly. This means treating risk and other societal dimensions not 
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merely as a matter of expert calculations and public communication, but 

also as matters of societal engagement and technological adjustments.

This brings us to our third point, which has to do with the wide variety of 

participants in the innovation process who share in the collective responsi-

bility for the outcomes of innovation. While academic commentators have 

long argued for such a perspective, the appearance of more socially engaged 

modes of scientific research— and recent science policy measures that insist 

on these— suggests that what counts as good scientific research is slowly 

starting to change as a result of the central role that scientists, engineers, and 

innovators play in contributing to the complex developments of social life.

As a result, on one level of sociotechnological governance, responsible 

innovation suggests an increased vigilance toward asking questions of choice 

and impact on the part of the scientific community, rather than waiting for 

triggering events and subsequent political pressure to place such questions 

on the policy agenda.10 Such vigilance can be seen in the subtle yet signifi-

cant difference between the National Science Foundation’s broader impacts 

criterion, which asks researchers to explain how their research might “ben-

efit society and contribute to the achievement of specific, desired societal 

outcomes” and the EPSRC framework, which acknowledges that scientific 

research may have “often ambiguous … impacts, beneficial or otherwise.”11 

In other words, responsible innovation assumes that individual scientists 

and innovators are participants in the social processes by which innovation 

outcomes are produced, and it accordingly asks them to be more aware of 

this fact.

A responsible innovation framework locates research and innovation 

within a broader process of social shaping that helps to construct the very 

pathways that technological development takes. This framework contrasts 

with traditional compliance- based approaches such as RCR, which seeks 

to avoid egregious ethical and professional deviations, or IRBs, which are 

meant to protect human research subject rights. For example, US federal 

legislation calling for the “responsible development of nanotechnology” 

breaks rank with traditional science policy models that rely on a division of 

moral labor between scientific research and societal assessment.12 Not only 

does the 2003 law imply that nanotechnology researchers and developers 

can influence the direction of technological development, but it explic-

itly prescribes the integration of societal research into nanotechnology 

research, development, and commercialization precisely for this purpose.13
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One of the most remarkable ways in which responsible innovation 

differs from previous science policy approaches is clear from the intense 

focus it places on scientific and engineering experts. Quite simply, modern 

societies have increasingly come to depend upon research and innovation 

practices and institutions as resources with which to govern themselves. Of 

course, addressing the societal dimensions of innovation also requires the 

concerted efforts of numerous actors operating within numerous sites and 

at multiple scales, many of whom contribute to complex sociotechnologi-

cal outcomes without being solely responsible for them. This distributed 

approach to innovation implicates multiple floors of action and centers 

of production that interact across government, public, and private sectors, 

in which the overall capacity to respond to numerous and diverse inputs, 

including normative questions of trust, accountability, and responsibility, is 

more important than is any one particular input to the system.

How Can Responsible Innovators Be Educated?

From these fundamental observations, we derive three corresponding 

objectives for responsible innovation training and, more broadly, educa-

tion. Regardless of the specific content, methods, and goals that a given 

pedagogical program may associate with responsible innovation, the tech-

nical experts and practitioners that these programs aim to produce will, ide-

ally, recognize (1) that science and innovation entail societal dimensions 

as a matter of course; (2) that these dimensions are coproduced by science, 

technology, and their societal contexts; and (3) that these dimensions can 

and should be attended to at every mundane stage and level of innovation, 

including bench- level research, development, and design practices.

While these guiding objectives will be familiar to scholars in the fields of 

applied ethics and science and technology studies (STS), they are less evi-

dent within comparable policy programs and are often completely absent 

from traditional science and engineering training programs. More to the 

point, the skills that these guidelines call for are often underdeveloped and 

sometimes missing altogether in the skill sets of technical experts.14 This is 

unsurprising, for most science and innovation policy and education programs 

still subscribe to what has been called the “modernist” two- track regime of 

promotion and control, in which the scientists and science policies that 

are responsible for promoting innovation have little to no interaction with 
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those who are tasked with controlling its undesirable effects.15 It is also 

to be expected that operationalizing these guidelines in a productive and 

meaningful manner poses significant challenges when they run up against 

traditional cultural and institutional practices of science and engineering.

Without underestimating these challenges, and based on our experi-

ence working with research groups, design teams, and laboratory cultures, 

we suggest that educating innovators in light of these three objectives can 

build responsible innovation capacities while at the same time adding prac-

tical value to existing and emerging science and innovation programs. In 

our experience, by building and exercising their capacities of anticipation, 

reflexivity, inclusiveness, and responsiveness through innovative pedagogy 

and training programs, innovators become better able to attend to the com-

plex and uncertain societal dimensions of their technical work.16 Much like 

the research process itself, the capacity of responsiveness in particular is an 

ongoing and dynamic process that requires both conceptual and hands- on 

practical learning.

Big Social Science— It Takes a Center

Among other things, our view of responsible innovation calls for an experi-

ential approach to training. In other words, the practical experience gained 

in the laboratory and in other sites of science and innovation is a vehicle for 

building and exercising the fundamental capacities of responsible innova-

tion. Such experience allows for relevant connections to be forged between 

science and innovation practices and their broader societal dimensions. We 

have found that, while these dimensions are often at first invisible and eas-

ily overlooked in practice, interdisciplinary sociotechnical collaborations 

can elucidate them rather effectively. Such collaborations create something 

of a charged atmosphere where, much more so than in classroom environ-

ments, sustained interactions between innovators- in- the- making and sci-

ence and society scholars lead to dialogue, inquiry, and firsthand learning 

about the societal context of technical practices.

Sociotechnical collaborations and the pedagogical atmosphere they cre-

ate need to make connections between contemporary science and society 

not only intellectually interesting to technical students and practitioners, 

but also practically relevant. Although sociotechnical collaborations can 

spring up spontaneously, they often face barriers and can be significantly 
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aided by supportive organizational contexts and institutional environ-

ments. For instance, on university and college campuses, dedicated STS or 

liberal arts programs that are embedded within engineering schools allow 

students to become familiar with the study of sociotechnological inter-

actions not only in the classroom but, ideally, also through capstone course-

work and committees. Similarly, centers and institutes can build bridges 

across multiple science and engineering departments and schools through 

crosscutting humanistic and social- scientific research activities. In what fol-

lows, we report on our experiences with one such center, the CNS- ASU, 

which not only allowed for the participation of science and engineering 

students and faculty in our research and outreach activities, but in many 

cases actually depended upon it.

In 2004, NSF held a competition for a nanoscale science and engineering 

center dedicated to studying the societal aspects of nanotechnology and 

contributing to the National Nanotechnology Initiative’s (NNI) strategic 

goal of responsible development of nanotechnology.17 In 2005, NSF made 

awards to Arizona State University and the University of California, Santa 

Barbara, to create centers for nanotechnology in society. CNS- ASU received 

approximately $6.2 million in its initial award and $6.5 million in a subse-

quent renewal, as well as additional funds in supplements over its eleven 

years of operation (2005– 2016).18

In an effort to interact closely with nanoscale science and engineer-

ing (NSE) practice, CNS- ASU included not only science and engineering 

faculty but postdocs, graduate students, and undergraduates in numerous 

research and engagement activities. Center activities included workshops, 

research collaborations, public events, and various other extracurricular 

activities— in addition to more standard research and pedagogical activities 

involving interviews, ethnographies, bibliometric analysis, surveys, semi-

nars, and courses— that generally fall under the anticipatory governance 

areas of foresight, engagement, and integration.19

CNS- ASU’s ensemble of engaged research activities had the effect of 

complementing classroom pedagogy with practical insights and experience 

that not only deepened student understanding of the societal contexts that 

structure and inform their own bench- level research, but that could provide 

them with social- scientific and humanistic tools and techniques to open up 

their own practices for more deliberate participation within these contexts 

such as called for by responsible innovation. More specifically, CNS- ASU 
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consciously created an ensemble of engaged social science research activi-

ties that were current with, adept in, and proximate enough to the very sci-

ence and engineering projects in which students were already participating 

so as to shed critically interpretive and practically informative light on their 

practical choices and future societal outcomes.

As reflected in the center’s publications, some of its interactions were 

with undergraduates somewhat in the mode described above of a liberal 

arts program embedded in an engineering school, in which cross- functional 

teams of engineers, business students, and graphic and industrial designers 

use an “integrated innovation model,” akin to responsible innovation, to 

design prospective new products and create marketing plans and engineer-

ing models.20 Other center activities involved immersive experiences in 

which graduate students were introduced to the workings of science policy 

in order to gain an informed perspective of “science outside the lab.”21 In 

the remainder of the chapter, we will focus on the role of integrative col-

laborations in pursuing responsible innovation within the laboratory.

Socio- Technical Integration Research (STIR)

Socio- Technical Integration Research, or STIR, served as the center’s flag-

ship integration activity. After a pilot study at the University of Colorado, 

Boulder, and thanks to a separate grant from the NSF, the STIR program 

expanded in 2009 into dozens of laboratories at Arizona State University 

and in universities and research organizations around the world. The STIR 

process helps to elucidate the societal dimensions of science and engineer-

ing research and, thereby, to create opportunities for laboratory practitioners 

to participate more deliberately in the governance of science, technology, 

and innovation. STIR involves collaborative inquiry between “embedded 

humanists” or social scientists and the scientists, engineers, and others 

who host them. Fisher coined the term “embedded humanist” in order to 

emphasize that, while always somewhat out of place in the lab, the human-

ities scholar nevertheless is meant to become an accepted and function-

ing member of the scientific team. In STIR, laboratories and other research 

institutes are deemed to function “midstream” between authorization and 

dissemination of science- based activities and their eventual outcomes.22 

The collaborative inquiry takes place during routine research and innova-

tion activities, generating feedback learning that, in turn, leads scientists 
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and engineers to “modulate” these activities over time. Published findings 

from STIR studies demonstrate that “midstream modulation” productively 

disrupts and creatively enhances the conditions under which research and 

innovation practitioners engage in critical reflections on the social contexts 

of their work.23

Following Fisher’s pilot study, the initial STIR project coordinated thirty 

studies in laboratories working in emerging areas such as nanotechnology, 

synthetic biology, and neuroscience.24 The collaborations usually lasted 

twelve weeks and the interactions took place between doctoral students 

in the humanities and social sciences and doctoral students in science and 

engineering. The heart of the STIR process involves a decision protocol that 

the embedded humanist uses intensively to engage with day- to- day techni-

cal practices in order to open these practices to collaborative description, 

inquiry, deliberation, and subsequent adjustment (figure 18.1).

STIR “laboratory engagement studies” differ in several ways from more 

traditional laboratory ethnographies, which are modeled after the study 
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Figure 18.1

The STIR decision protocol. Courtesy of Erik Fisher.
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of foreign cultures and in which a social researcher observes scientists in 

their “native” laboratory environment. The primary purpose of such eth-

nographies is for the social scientist to generate knowledge. STIR studies, 

however, also generate high- impact reflection and practical adjustments 

that inform both social science and the application of science and engi-

neering. They do this by embedding their collaborative techniques and feed-

ing back their findings and perspectives directly into the field of study, in 

real time. In short, embedded humanists in the STIR program “give their 

stories away” rather than keeping their insights to themselves until the 

time of publication. This is not to say that their stories don’t continue to 

develop and evolve by the time they are published, but that the interac-

tions between the collaborators involve a transparent process of inquiry 

into technical problems and their social contexts.

Two short vignettes illustrate how STIR works. In one study, embedded 

humanist Fisher concluded that the mechanical engineering researchers 

participating in his study, who stated on multiple occasions that they do 

not make decisions and hence have no responsibility for the lab’s research 

projects or their outcomes, actually generate both data and ideas that 

help inform the lab’s research directions. Soon afterward, he shared his 

observations— for instance, examples of graduate students deciding how, 

when, and even why to conduct research as well as crucial contributions 

that they made to the direction of several research projects— with the entire 

laboratory group. Some in the group readily agreed with Fisher’s examples, 

while others continued to maintain their original position. This led to con-

tinued discussion and debate, not only between Fisher and the members 

of the lab but also separately among members of the lab, about what con-

stitutes a choice in research. Not only did sharing his observations and 

insights with the group help Fisher to refine his own understanding of the 

nature of the laboratory research he was studying and to acquire a consid-

erable degree of interactional expertise, but by the end of the study he was 

told by even the most skeptical members that his observations were both 

accurate and useful.25

In another case, Daan Schuurbiers described how he shared his observa-

tions of and questions about the safety practices of a biotechnology lab in 

which he was embedded with the larger group (figure 18.2). As in the pre-

vious example, his observations and perspectives at first triggered a lively 

debate among the lab group, in this case about when and whether to wear 
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lab coats. A short time later, the entire team of laboratory researchers had 

collectively altered their safety practices. What is particularly of interest in 

this example from Schuurbiers’s study is that the entire lab group reorga-

nized itself as a result of what originally began as a philosophical discussion 

about the role of science in society.26

As both of these short vignettes suggest, both individuals and small 

groups of laboratory researchers who participate in STIR activities tend to 

become more conscious of their role in shaping sociotechnical outcomes as 

a result of their interactions with the embedded humanist. As a result of the 

Figure 18.2

Daan Schuurbiers uses the STIR decision protocol to converse with a researcher work-

ing on a synthetic biology project in 2009. Courtesy of Daan Schuurbiers.
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ongoing use of the STIR protocol, these innovators- in- the- making engage 

in productive reflection that often leads them to change their laboratory 

practice accordingly. Although in both of these vignettes the feedback was 

provided in a group setting, STIR also occurs in the form of one- on- one 

exercises that allow collaborators to engage in detailed analysis and reflec-

tion that in turn helps build mutual trust and understanding.

The STIR project asked to what extent sociotechnical integration is possi-

ble, as well as to what extent it is useful for multiple actors; in this way, the 

project sought to investigate and empirically test controversial proposi-

tions about the social construction and shaping of science and technology 

and, by implication, about the effects of critically engaging this construc-

tion and shaping on the laboratory floor. In addition to finding that such 

engagement is indeed possible within laboratory cultures, STIR studies have 

also documented the practical benefit of embedded and sustained socio-

technical interactions.27 Significantly, STIR interactions fostered both first- 

order reflective learning, which consists of reflection on the instrumental 

means to accomplish prior (often unquestioned) research values and goals, 

and also second- order reflective learning, which consists of reflection on 

which of the values and goals ought to be considered in the first place.28

In addition to finding strong indications of both the possibility and the 

utility of collaborative sociotechnical integration as a route toward respon-

sible innovation, STIR studies have identified the following kinds of inte-

gration capacity- building modulations:

• Reflexive awareness: Laboratory researchers have become more aware of 

the choices they are making and of their connection to broader societal 

values and contexts.

• Value deliberations: Laboratory researchers have expanded the social val-

ues and stakeholder perspectives that relate to their experimental and 

design choices, as evidenced in examples of both first-  and second- order 

reflective learning.

• Practical adjustments: Interactions with embedded humanists and social 

scientists have sparked new research ideas, catalyzed laboratories to engage 

in outreach activities, and inspired changes in bench- level and strategic 

laboratory practices— from synthetic biology safety practices and nano-

material waste disposal practices to enhancements in productivity and 

project management.
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While STIR project goals were originally focused on probing laboratory 

capacities for reflexivity and responsiveness in order to inform institutional 

and policy design for responsible innovation, the STIR process has since 

been used in a number of different environments and for a number of 

different purposes. Based on documented instances of reflexive learning, 

value deliberations, and practical adjustments, we can identify two general 

purposes to which such sociotechnical collaborations can contribute. First, 

these collaborations can alter the material shape and direction of emerg-

ing research and technological pathways. Second, such collaborations can 

build the longer- term capacities of anticipation, reflexivity, and responsive-

ness for innovators- in- the- making.29 Clearly, while the first purpose reso-

nates closely with the core scholarly insights that helped to eventually give 

rise to responsible innovation in the first place, the second (pedagogical) 

purpose speaks to the need to establish a foundation for responsible inno-

vation with science and innovation practices, cultures, and— to the extent 

that they are aggregate functions of individual behaviors— institutional 

structures.30

Center- Level Impact

In order to document and assess the influence of center activities— including 

STIR as well as the others listed above— on the nanotechnology research-

ers with whom we collaborated, we implemented an interview protocol 

on an annual basis for six years. This protocol focused on the knowledge, 

identity, and practices of our collaborating scientists, particularly around 

their understanding of the societal aspects of their work. We conducted 

baseline research in 2006 and subsequent rounds annually from 2007 to 

2011, when we switched to a survey format in order to reach nearly eight 

hundred center participants. The following sample responses taken across 

this period suggest that, over time, center activities became more embedded 

within nanotechnology research culture and infrastructure and the CNS- 

ASU was thus increasingly in a position to contribute to capacity- building 

for responsible innovation.

During the first year of the center’s operation (2005– 2006), interview 

respondents reported being aware of social issues in general but did not 

see a connection with their own research. Knowledge of social aspects had 

minimal, if any, impact on their scientific or professional practices. This 
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pattern began to show signs of change starting in the CNS- ASU’s second 

year (2006– 2007), when some tenured professors and all graduate students 

reported high familiarity and moderate to high involvement. By contrast, 

all untenured faculty and postdocs reported low familiarity and no involve-

ment. More importantly, respondents suggested that the CNS- ASU was 

beginning to have an impact, insofar as they associated high familiarity 

and high involvement with significant changes in knowledge and initial 

changes in practice.

In year three of CNS- ASU operations (2007– 2008), there was a critical 

change, with the center starting to become embedded and serving as both a 

resource and a catalyst for changes in knowledge, identity, and practice. As 

one nanoscale science faculty member stated:

I do notice the students taking time [to participate with CNS- ASU], and appar-

ently enjoying it in the sense that they certainly don’t come complaining to me 

about ‘oh dear all the time I spent on CNS things,’ [emphatically] they don’t, I 

mean they really don’t, despite the fact that I am putting pressure on them to do 

lots of other things in the lab. So I would say that it is clear that there is an impact 

at the level of students. And in some ways, actually, that is the most important 

thing to go for.… The students are the most valuable output of this place [i.e., the 

university] anyway, right?

More specifically, impacts on students appeared to interrelate changes in 

knowledge with changes in identity. As one faculty member stated:

[CNS- ASU] adds color to the environment, and I think because the students are 

learning science, the impact on them is greater. So to give you a very positive 

example, [one student who would not have been satisfied as a natural or a social 

scientist has shifted her career plans and] has been so happy at this interface of 

the public and science, which CNS sort of moved her into.

In the words of a graduate engineering student:

Normally, the PhD research in environmental engineering, the stuff I would be 

doing, is just the straight research on tracking nanomaterials in the environ-

ment. But now I’m focusing on this policy stuff. I’m taking trips to DC, I’m 

interacting with people involved in the policy process— it’s a whole section of 

education on the policy implications of research that there’s no way I would get 

unless I came and talked with [CNS- ASU faculty members] because the CNS is 

here. So it’s just a whole section of education that I wouldn’t get in the engineer-

ing department.

This statement from a faculty member suggests that the CNS- ASU was also 

facilitating interrelated changes in knowledge and practice:
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We’re about to start to decide what technologies to use to do [medical] detec-

tions.… If it’s focused on the user and not the clinical community it’s just a differ-

ent thing.… That [CNS- ASU workshop] was a mind opening experience!

Respondents from subsequent years indicated similar interrelated 

changes, not only in language (“I’ve worked with students who haven’t 

been involved with these things at CNS … and you never hear them talk-

ing about the issues that you guys bring up”) but also in thinking about 

research practices. For instance, one researcher mused that he “might tweak 

some of the experiments that I do … to make them more policy relevant,” 

and another speculated that “if we’re going to evolve a new enzyme to per-

form a certain reaction to replace an existing [one], I wouldn’t just think of 

that— I would think of the entire supply chain.”

In the seventh year of the center (2011– 2012), annual interviews 

included two comparable subgroups: ASU- based NSE respondents (six 

faculty/administrators and three doctoral students in life sciences and 

engineering) and an international group of STIR project participants (five 

faculty/administrators and three doctoral students in natural science and 

social science/humanities). The annual interviews ask several questions 

that center around interdisciplinarity. Although interdisciplinarity is not 

a sufficient condition for responsible innovation, it is most likely a nec-

essary one, especially in the case of responsiveness. An interesting com-

parison emerged between the two subgroups in relation to this topic: in 

almost all cases, ASU and STIR subgroup participants agreed that working 

in an interdisciplinary- oriented environment was valuable and beneficial. 

Moreover, both subgroups reported that interdisciplinary collaboration 

advanced in stages, and that its value was realized only after initial lan-

guage and/or cultural barriers were somehow transformed or transcended.

However, the results and perceived value of interdisciplinary collabora-

tion varied distinctly between the two subgroups. STIR respondents reported 

increased reflective capacities and richer dialogues as language or other 

barriers were negotiated over their twelve- week laboratory engagements. 

Respondents felt that the project design itself “required” transdisciplinary 

barriers to be overcome and enabled integrative effects, such as changes in 

practice, to occur. They also reported experiencing a built- in motivation 

for all parties to “hang in there” and stay committed to the STIR process 

in the form of a common goal that was larger than, yet also encompassed, 

their research. In the ASU group, the disciplinary boundaries respondents 
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discussed were those among the natural scientists themselves, and there 

were fewer indications that language and cultural barriers were effectively 

negotiated. In fact, some ASU respondents reported that the interdisciplin-

ary structure of some research units actually served to fragment members of 

the unit, while one suggested that cultural and language tensions between 

biologists and engineers persisted after approximately two years, presenting 

obstacles to research progress.31

While the learning outcomes and changes in practices reported by the 

participants in the STIR program are encouraging from the standpoint of 

responsible innovation, the fact that participants in other programs report 

very different experiences suggests that interdisciplinary collaboration does 

not simply improve over time. Rather, it suggests that we need to pay more 

attention to other conditions that enable interdisciplinary collaboration, 

such as the nature of daily interactions and how they may or may not 

help advance a shared sense of purpose. It also refocuses us on the larger 

challenge of institutionalizing the conditions for education in responsible 

innovation. If we take interdisciplinarity as an example, it is clear that even 

established institutional structures— such as the interdisciplinary makeup 

of the membership and physical layout of research labs in a university 

institute for biology- based research and innovation— may sometimes have 

difficulty achieving their intended effects. It is therefore pleasantly surpris-

ing to find that transdisciplinary collaborations across the “two cultures,” 

which in some cases took place within the same university and even the 

same institute, can lead to both purposeful and productive interdisciplinary 

outcomes.32

As a final reflection, we suggest that the bulk of the learning and changes 

in practice that we were able to document over nearly a ten- year period 

were the result of scientists and engineers choosing to do things differ-

ently because they perceived value in making such changes. In other words, 

as in the STIR process, a “soft” and voluntary approach to educating for 

responsible innovation is likely to find more traction in science and engi-

neering practices than a “hard” or compliance- based approach. Perhaps 

counterintuitively, it is precisely because the STIR collaborations are vol-

untary and of temporary duration— even though they are also intensive and 

sustained— that they are able to productively disrupt and add value to labo-

ratory research practices. By implication, efforts aimed at responsible inno-

vation capacity- building may well have to exist in their own nether realm, 
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populated by liminal agents who are embedded in but not beholden to the 

projects and organizations in which they operate. We suggest that both 

the STIR program and, more generally, the Center for Nanotechnology in 

Society at ASU fostered such an environment, and we hope they serve as 

inspirations if not models for future efforts.

Conclusion

This chapter offers a correction to the innovator imperative by encouraging 

educators and others to embrace the challenge of making responsible inno-

vators. While no single individual can take responsibility for the collective 

effects of innovations in the future, those who research and develop novel 

ideas and applications; those who seek out, fund, and work to disseminate 

them; and those who provide the resources and training that help make 

these efforts possible are all in unique positions to make a difference. Creat-

ing the conditions that enable socially responsible innovation to become 

the norm in business and university settings is one of our greatest contem-

porary challenges, and one that organizations like the Center for Nanotech-

nology in Society demonstrate are indeed possible.

The NSF funding for the CNS- ASU expired in 2016, leaving us in the 

position of having piloted what could become a prototypical boundary 

organization for university- wide capacity- building in responsible innova-

tion even as we recognize that such an organization and its component 

activities must, to be effective, exist and operate at numerous spatial, tem-

poral, social, and organizational boundaries. Although dynamic and uncer-

tain, such a position is perhaps entirely befitting of the larger enterprise of 

collective socio- techno- scientific responsibility it is meant to serve.

Meanwhile, many of the ASU- based personnel and many of its programs 

are preserved intact in the recently created School for the Future of Inno-

vation in Society (SFIS). SFIS houses a preexisting doctoral program in the 

human and social dimensions of science and technology, offers a master of 

science and technology policy program that CNS- ASU helped create, and 

offers a graduate certificate in responsible innovation in science, engineer-

ing, and society that CNS- ASU also nurtured. The school has also created 

an undergraduate program that seeks to inculcate the skills and concepts 

of responsible innovation for a variety of students who are in many cases 
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just beginning their university training. Additionally, ASU has created the 

Institute for the Future of Innovation in Society, a companion to SFIS that 

will house the research capacity spun off from CNS- ASU, including the Vir-

tual Institute for Responsible Innovation, the Center for Engagement and 

Training in Science and Society, the Center for the Study of Futures, and 

other established centers that continue and extend its mission. These vari-

ous institutional developments are informed by our experiences with the 

CNS- ASU, experiences that point to the rewarding benefits of learning to 

take collective responsibility for the novelties that we, as individuals and as 

a society, originate, make, and disseminate.
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Does America need more innovators? We posed the question to highlight 

how innovation has become a national imperative pursued through the 

transformation of people. Societal goals such as regional development 

and  international competitiveness take shape through initiatives to make 

innovators. Contributors have shown that such programs are ubiquitous and 

pervasive. Innovator initiatives target all age groups and career stages, from 

kindergarteners to senior scientists. Innovators train in formal and informal 

educational settings, supported by public and private funding. The innovator 

imperative operates at all scales, from individual garage inventors to interdis-

ciplinary teams, regional innovation districts, and global federations.

But asking the question implies doubt. It calls attention to the fact that 

the demand for innovation is at a crossroads. The contributors to this vol-

ume join journalists, policy advocates, and scholars in challenging the 

assumptions and impact of innovator initiatives. They have demonstrated 

that innovation training programs are historically prone to failure, they 

have questioned the efficacy of supposedly universal models, they have 

documented gender and racial disparities across the enterprise, and they 

have argued that innovation— once a means for solving societal problems— 

has become an end unto itself.

Finally, we inquired about the need for innovators to open a dialogue 

about the purpose of innovator initiatives and whom they serve. We assem-

bled champions, critics, and reformers to explore innovation’s contradictory 

dimensions; to engage practitioners directly; and to do so via a reflective 

approach that treated participants symmetrically. Contributors collectively 

contextualized the assumptions, goals, practices, and consequences of the 

demand for innovators. This dialogue fosters opportunities for seeing how 

the imperative can be remade.

19 Remaking the Innovator Imperative

Matthew Wisnioski, Eric S. Hintz, and Marie Stettler Kleine
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What Drives the Imperative?

The volume’s contributors reveal several reasons why the call for innovators 

enjoys widespread support. Innovator initiatives thrive because they prom-

ise to cultivate the skills, mindsets, and human capital needed to address 

broad societal challenges. How, for example, should future generations of 

children learn to live and work in a digital age? How can companies, univer-

sities, and governments successfully develop new technologies in a global 

market? How can local communities, regions, and nations achieve cultural 

growth and economic prosperity?

Innovator initiatives offer reproducible methods to solve these societal 

challenges across interconnected scales. Programs featured in this book teach 

individuals to acquire change- management skills, to bring an idea to market, 

or to cultivate a mindset for lifelong creativity. These personal objectives 

support organizations as they seek advantage over competitors or as they 

enhance opportunities for once- excluded populations. These institutional 

interventions support the nation’s reform efforts: they produce millions of 

young coders, incubate thousands of start- ups, and generate technologi-

cal breakthroughs that will maintain international competitiveness. These 

methods provide a sense of empowerment and control. Across all levels, 

innovation experts contend that with the right people, the rights models, 

and the right technology, society’s thorniest problems can be solved.

Stakeholders with very different motivations pursue innovator initia-

tives united by a broad vision of innovation as progress achieved through 

social and technological means. These programs, in turn, generate different 

ideals of the innovators they seek to produce. The image of innovators as 

young, cosmopolitan risk- takers first codified in the 1950s is still dominant 

among many champions of innovation. However, the programs featured in 

this volume demonstrate a dramatic expansion of who counts as an inno-

vator.1 Indeed, a key tenet of the imperative is that anyone can innovate.

A small set of powerful institutions, however, underlies the imperative’s 

democratic ethic. A “triple helix” of government agencies, large corpora-

tions, and elite research universities provide funding, expertise, and direc-

tion to the innovator imperative.2 As the creator of policy and through 

granting agencies such as the NSF, the federal government is the major 

sponsor for most innovator initiatives.3 High- tech companies such as 

Google and Microsoft and research universities such as MIT and Stanford 
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also drive the imperative in a symbiotic relationship with the government. 

Philanthropies such as the Kauffman, Lemelson, and Sloan Foundations are 

yet another important contributor. These institutions even underwrite the 

research of innovation’s critics and reformers; indeed, nearly all of the con-

tributors to this book have received such support.4 Pro- innovation organi-

zations do not speak with one voice; however, the hundreds of institutional 

signatories on the AAAS’s 2015 report, “Innovation: An American Impera-

tive,” reveal an increasingly shared vision.5

Innovator initiatives operate with the urgency and mindset of a social 

movement. Champions of innovation define their cause in opposition to 

some unmet social need or untenable situation with the status quo. Initi-

ates recruit others to the cause through personal contact and media cam-

paigns that highlight how individuals can make a difference. They develop 

a distinct vocabulary and worldview through formal training and rituals.6 

Lastly, they are guided by the faith that they will change the world. This 

righteous optimism is the innovator imperative’s driving strength.

Consequences of the Imperative

The demand for innovation produces energetic students, new technologies, 

and regional economic growth, but it also generates a series of undesirable 

consequences.7 Contributors to this volume demonstrate that the growing 

critique of innovation coalesces around three overarching concerns: hege-

mony, inequality, and hubris.

Champions of innovation portray themselves as insurgent outsiders, but 

innovation is a widely supported ideology with significant cultural and insti-

tutional impacts. As described above, innovator initiatives succeed with the 

support of major corporations, research universities, the federal government, 

and philanthropic foundations. These interests have helped to dissemi-

nate the language, methods, and models of innovation. One consequence 

of this proliferation is that when innovation- speak describes everything, 

it can mean nothing. More insidiously, innovation’s aura of progress and 

empowerment frequently is deployed to obscure the free- market ideology of 

various institutional reforms. For example, research universities now boast 

of engineering entrepreneurship courses, technology transfer offices, and 

student- led pitch contests. Similarly, the NSF increasingly has turned from 

basic science toward technology commercialization. Innovation can exist in 
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all political and economic systems, but the growth of innovator initiatives 

often reinforces a neoliberal vision of progress that exacerbates inequality.

The innovation economy is hampered by profound gender, racial, and 

economic disparities.8 These disparities are rooted in centuries of racism and 

discrimination but are reflected and structurally reinforced at every step in the 

personal formation of innovators, from STEM education to unconscious 

bias and harassment in the workplace. Moreover, job losses due to automa-

tion and other innovations are disproportionately borne by women and 

people of color with lower incomes and education levels. Finally, the allure 

of economic growth leads localities to invest in innovation and to defer 

maintenance, a strategy that sometimes creates middle class jobs but can 

leave poorer communities saddled with failing infrastructures.

Champions of innovation display several varieties of hubris. First, they 

engage in technological solutionism, a naive optimism in the power of 

innovation to solve any problem.9 Second, innovation experts assume 

the efficacy and replicability of their toolkits and recipes, from the “MIT 

model” to the LUMA Institute’s human- centered design methods; however, 

experience shows that these “best practices” are not universally applicable. 

Third, in their zeal for disruption, innovators’ can become overconfident 

and forget that innovation is an inherently risky enterprise that often ends 

in bankruptcy, layoffs, and failure.

As critics of innovation level these judgments, they sometimes adopt a 

negative, polemical stance that matches the optimism and fervor of innova-

tion’s most evangelical champions. Critics risk their own hubris in dismiss-

ing the motives of innovator initiatives and the efficacy of methods such as 

human- centered design. Similarly, by characterizing all pro- innovation ini-

tiatives as fraudulent or as tools of neoliberalism, they ignore the complex 

motivations that draw people to innovator programs and the outcomes 

they produce. Nevertheless, oppositional critique is valuable and necessary 

because it has the potential to reshape the innovation enterprise.

Remaking the Imperative

Can the tensions underlying the innovator imperative be reconciled? Soci-

ety benefits from citizens who have the confidence, expertise, and acumen 

to generate beneficial technologies, challenge outdated dogmas, and con-

tribute to economic growth. But innovation is not a panacea. At its worst, 
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the innovator imperative perpetuates racial and gender inequality, misal-

locates resources, and produces arrogant, irresponsible innovators.

Reformist contributors to this volume present strategies for engaging the 

trade- offs inherent in the innovator imperative, which we have character-

ized as critical participation.10 These reformers integrate scholarly critique 

with reflective practice to intervene in the training of innovators. Critical 

participants value complexity and promote questioning in order to combat 

issues of power, inequality, and hubris. Their goal is to help would- be inno-

vators avoid blindly pursuing innovation as an end in itself; rather, they 

ask for whom, and to what ends, innovation is deployed. This process of 

questioning, critique, and iterative reform encourages humility through an 

appreciation of others’ values, because no one person remains the expert 

throughout the multiple stages of reform.

Critical participation thus begins with a recognition of the complex 

and even contradictory motivations that attract people to innovation pro-

grams. These include awareness of the dialectical relationship between 

innovation and maintenance, and the complexities in balancing personal 

empowerment with community support and care. Natalie Rusk’s work with 

the Computer Clubhouse and Scratch is a particularly striking case. Even as 

it provides individual children with coding skills that MIT, Microsoft, and 

the NSF demand, it creates child- centered peer communities motivated by 

self- expression, empathy, and collaboration.

Critical participation involves sustained personal engagement with 

stakeholders to address the shortcomings of the innovator imperative. For 

example, to reduce gender and racial inequality in the IT industry, NCWIT 

collaborates with firms such as Intel and Facebook to implement inclusive 

practices, such as unconscious bias training, equitable recruiting practices, 

and mentoring programs. Similarly, social scientists from Arizona State Uni-

versity work side by side with scientists and engineers to encourage the eth-

ical implementation of emerging technologies. These reformers recognize 

the importance of personal engagement, because sustained social change 

only occurs when they can be held accountable by their collaborators.

Critical participation involves discomfort and risk. It requires honest 

reflection about the motivations and moral commitments of one’s work. 

It requires working alongside people with different backgrounds, motives, 

and values. Those who take on the challenge face internal crises of identity 

and external hostility. Practitioners may dismiss ethical reflection as a waste 
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of time, while scholars may label critical participants as sell- outs. Critical 

participants supported by pro- innovation institutions must also constantly 

guard against conflicts of interest, capture, and self- censorship. Finally, 

reformers must be vigilant against regarding “reflection in action” as its own 

form of solutionism.

We believe that the engagement is worth the risk. This volume has been 

a critical intervention in the innovator imperative. The outcome is not a 

cookbook but a set of insights into how the imperative operates, its benefi-

cial and problematic attributes, and how it might be reformed.

Possible Futures

The competing perspectives captured in this volume suggest multiple pos-

sible directions for the innovator imperative. In one scenario, a national 

movement of innovators vanquishes society’s “wicked problems” and 

reduces critics to mere naysayers. Another outcome finds the imperative on 

its last legs, discredited and irredeemable as governments, universities, and 

corporations reorganize according to alternative social values. Both of these 

scenarios seem equally implausible. Innovation- speak likely will wane in 

the face of emerging critiques. However, the systematic pursuit of innova-

tion is unlikely to subside anytime soon. Educators, legislators, and advo-

cates will continue to call for more innovators, and many of the initiatives 

presented in this book will grow domestically and abroad.

The contributors to this volume also demonstrate how the innovator 

imperative already is being remade. As the imperative evolves, it is incum-

bent on those who cultivate innovators to do so with critical reflection. 

Through willing exposure to criticism, the leaders of innovator programs 

and the individuals they mentor can see the limitations of pro- innovation 

rhetoric and practices. Similarly, we hope that innovation’s critics can 

acknowledge the social needs, progressive desires, and daily challenges of 

those who educate would- be innovators.

Does America need more innovators? Only if pursued in the service of a 

different kind of imperative— one that reveals to would- be innovators the 

assumptions and powers that shape their futures; one that demands the 

equal valuing of those who care for existing cultures and infrastructures 

with those who build new things; one that trains scientists, engineers, and 
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entrepreneurs to anticipate the implications of their innovations; and one 

that cultivates technologists who approach their work with humility in 

addition to optimism. We hope those who train and deploy the next gen-

eration of innovators heed this imperative. The people they seek to trans-

form depend on it.

Notes

1. There are many different “imaginaries” among innovation’s champions, and 

even starker differences when we look across the spectrum of critics and reformers. 

In this volume’s introduction, we described the work of Everett Rogers, who in the 

1950s first characterized innovators as young, cosmopolitan risk- takers. That image 

remains dominant among many of innovation’s champions, including, for exam-

ple, MAYA’s expert design consultants (chapter 4). However, the White House’s 

Jenn Gustetic imagines sixth- graders who search for “debris disks” in space telescope 

images (chapter 7). Benoît Godin’s innovator (chapter 9) is a sixteenth- century 

religious heretic, while Andrew L. Russell and Lee Vinsel (chapter 13) envision a 

neoliberal huckster. Natalie Rusk’s innovator (chapter 15) is an underprivileged ten- 

year old, while NCWIT (chapter 17) envisions a woman denied access to a career in 

IT. On “sociotechnical imaginaries,” see Sheila Jasanoff and Sebastian Pfotenhauer, 

“Panacea or Diagnosis? Imaginaries of Innovation and the ‘MIT Model’ in Three 

Political Cultures,” Social Studies of Science 47, no. 6 (2017): 783– 810.

2. Henry Etzkowitz and Chunyan Zhou, The Triple Helix: University- Industry- 

Government Innovation and Entrepreneurship (New York: Routledge, 2008).

3. Mariana Mazzucato, The Entrepreneurial State: Debunking Public vs. Private Sector 

Myths (London: Anthem Press, 2013).

4. For example, all three editors and fourteen of the nineteen contributors have 

administered or benefited from NSF grants: Fasihuddin, Britos Cavagnaro, Arkilic, 

Feldman, Pfotenhauer, Cook, Vinsel, Rusk, Carlson, Ashcraft, Sanders, Fisher, Guston, 

and Trinidad. The volume itself is partially funded by the NSF and the Smithson-

ian’s Lemelson Center, which in turn, is supported by the Lemelson Foundation. 

We remind the NSF that the project is linked to the broader impacts of NSF award 

no. 1354121. Any opinions, findings, conclusions, or recommendations belong to 

the editors and individual contributors, and do not necessarily reflect the views of 

the NSF.

5. “Innovation: An American Imperative,” American Academy of Arts and Sciences, 

23 June 2015, http://www.amacad.org/content/innovationimperative/.

6. The NSF I- Corps program, for example, formally recruits previous NSF grantees 

to apply for the program (chapter 5), while faculty advisors initiate new University 



374 M. Wisnioski, E. S. Hintz, and M. S. Kleine

Innovation Fellows during an official and individual induction “pinning ceremony” 

(chapter 3).

7. The classic example of the exploration of these consequences is Everett M. Rogers, 

Diffusion of Innovations, 5th ed. (New York: Free Press, 2003), 436– 472.

8. Several initiatives profess explicit diversity goals, including OSTP’s aspiration that 

the “nation’s STEM graduates reflect the full diversity of America” and UIF’s empha-

sis on “strength in human diversity.” However, the dismal diversity statistics in the 

STEM sectors suggest that these and other efforts have been slow to make change.

9. For a critique, see Evgeny Morozov, To Save Everything, Click Here: The Folly of 

Technological Solutionism (New York: PublicAffairs, 2013).

10. For a discussion of the meaning and origins of critical participation see Wis-

nioski (chapter 1) in this volume.



Errol Arkilic leads M34 Capital, a private investment firm that focuses on seed- stage 

investments in companies being spun out of academic and corporate research labs. 

Previously, he was the founding lead program director of the National Science Foun-

dation I- Corps. Prior to his government service, he was founder and CEO of Strata-

Gent Life Sciences. He has a PhD in Aero/Astronautics from MIT.

Catherine Ashcraft is director of research and a senior research scientist with the 

National Center for Women and Information Technology (NCWIT) at the Univer-

sity of Colorado, Boulder. Her research focuses on gender, diversity, and technology; 

organizational change and curriculum reform; and media representations and youth 

identity. She has an MA in organizational communication and a PhD in education 

from the University of Colorado.

Leticia Britos Cavagnaro is cofounder and codirector of the University Innovation 

Fellows program, an initiative of the Hasso Plattner Institute of Design (d.school) 

at Stanford University. She is also an adjunct professor at the d.school and was the 

deputy director of the NSF- funded National Center for Engineering Pathways to 

Innovation (Epicenter). She received a PhD developmental biology from Stanford’s 

school of medicine.

W. Bernard Carlson is the Vaughan Professor of Humanities and chair of the 

Department of Engineering and Society, with a joint appointment in the Corcoran 

 Department of History at the University of Virginia. He is the author of several books 

on the history of technology and entrepreneurship, including Tesla: Inventor of the 

Electrical Age (Princeton University Press, 2013). Carlson holds an AB from College of 

the Holy Cross and an MA and PhD from the University of Pennsylvania.

Lisa D. Cook is an associate professor of economics and international relations at 

Michigan State University. Her research interests include economic growth and 

development, financial institutions and markets, innovation, and economic history. 

She served as president of the National Economic Association from 2015 to 2016 and 

currently serves as codirector of the American Economic Association Summer Train-

ing Program. She holds a PhD from the University of California, Berkeley.

Contributors



376 Contributors

Humera Fasihuddin is cofounder and codirector of the University Innovation Fel-

lows program, an initiative of the Hasso Plattner Institute of Design (d.school) at 

Stanford University. She founded the program after a decade of experience at a non- 

profit where she helped expand entrepreneurship and venture creation in academia. 

Her skills in building innovation movements come from seven years in industry 

and four years in economic development. She began her career with a liberal arts 

education at Smith College (mathematics, minor in economics) and expanded her 

interests in innovation at UMass Amherst (MBA).

Maryann Feldman is the Heninger Distinguished Professor in the Department of 

Public Policy at the University of North Carolina. Her research and teaching interests 

focus on innovation, technological change, and the commercialization of academic 

research. The author of The Geography of Innovation (Springer, 1994), her recent 

work explores emerging industries, entrepreneurship, and the process of regional 

transformation.

Erik Fisher is an associate professor in the School for the Future of Innovation in 

Society and the Consortium for Science, Policy, and Outcomes at Arizona State Uni-

versity. He also serves as the chair of the Human and Social Dimensions of Science 

and Technology PhD program. He is the editor- in- chief of the Journal of Responsible 

Innovation. Fisher studies the governance of emerging technologies from “lab to leg-

islature.” He holds a PhD in environmental studies and an MA in classics from the 

University of Colorado, and a BA in liberal arts from St. John’s College.

Benoît Godin is a professor of science studies at the Institut national de la recherche 

scientifique in Montreal. His projects on the history of science and technology sta-

tistics and the intellectual history of innovation have produced many publications, 

including his books Innovation Contested: The Idea of Innovation over the Centuries 

(Routledge, 2015) and Models of Innovation: The History of an Idea (MIT Press, 2017). 

Godin holds a PhD in science studies from the University of Sussex.

Jenn Gustetic is the Small Business Innovation Research (SBIR/STTR) program execu-

tive at NASA and former assistant director of open innovation at the White House 

Office of Science and Technology Policy. She has worked with several governmen-

tal agencies to scale open innovation and entrepreneurial engagement as means of 

enrolling America’s innovators in technically innovative projects. Gustetic holds a 

BS in aerospace engineering from the University of Florida and an MS in technology 

policy from MIT.

David Guston is Foundation Professor and founding director of the School for the 

Future of Innovation in Society at Arizona State University, where he is also codi-

rector of the Consortium for Science, Policy, and Outcomes. He is a fellow of the 

American Association for the Advancement of Science and holds a BA from Yale and 

a PhD from MIT.



Contributors 377

Eric S. Hintz is a historian with the Lemelson Center for the Study of Invention and 

Innovation at the Smithsonian’s National Museum of American History. He special-

izes in the history of invention and is currently working on a book that considers 

the changing fortunes of American independent inventors from 1900 to 1950, an 

era of expanding corporate R&D. He holds a BS in aerospace engineering from the 

University of Notre Dame and an MA and a PhD in the history and sociology of sci-

ence from the University of Pennsylvania.

Marie Stettler Kleine is a doctoral candidate in Virginia Tech’s Department of Sci-

ence, Technology, and Society. Her research interests include the intersection of the 

social study of engineering, international development, and religion. She received a 

graduate certificate in the Interdisciplinary Graduate Education Program in Human 

Centered Design. She holds a BS in mechanical engineering and international stud-

ies from Rose- Hulman Institute of Technology and an MS in science and technology 

studies from Virginia Tech.

Dutch MacDonald is the director of BCG Platinion|MAYA Design, a digital innova-

tion and engineering studio. Formerly, he was the president and CEO of MAYA, 

which was acquired by the Boston Consulting Group in 2017. He is a past president 

of the Pittsburgh chapter of the American Institute of Architects and serves on the 

board of the Carnegie Museum of Art. He holds a BArch from Carnegie Mellon Uni-

versity and has also studied at the École Polytechnique Fédérale de Lausanne and the 

University of Pittsburgh.

Mickey McManus is a senior advisor at BCG and is a visiting research fellow at 

Autodesk. A pioneer in pervasive computing, collaborative human/machine inno-

vation, human- centered design, and education, he holds ten patents in the area 

of connected products, vehicles, and services. While chairman of MAYA he coau-

thored the award- winning book on the internet of things and beyond called Trillions 

(Wiley, 2012) and is currently working on his next book, code- named Primordial: 

When Things Wake Up.

Sebastian Pfotenhauer is an assistant professor for innovation research in the 

Munich Center for Technology in Society at the Technische Universität München. 

His research interests include innovation theory; national, regional, and institu-

tional innovation strategies; and the governance of complex sociotechnical systems. 

He holds an MS in technology and policy from MIT and a PhD in physics from the 

Friedrich- Schiller- Universität in Jena, Germany.

Natalie Rusk researches and develops new technologies for learning at the MIT 

Media Lab. She is one of the creators of the Scratch programming language, which 

young people around the world use to code and share interactive animations, sto-

ries, and games. She initiated the Computer Clubhouse, which provides creative 

learning opportunities for youth in more than ninety community centers in twenty 



378 Contributors

countries. She earned a PhD in child development at Tufts and an EdM from the 

Harvard Graduate School of Education.

Andrew L. Russell is a professor of history and dean of the College of Arts and Sci-

ences at SUNY Polytechnic Institute in Utica, New York. He is the author of Open 

Standards and the Digital Age: History, Ideology, and Networks (Cambridge University 

Press, 2014) and coeditor (with Robin Hammerman) of Ada’s Legacy: Cultures of Com-

puting from the Victorian to the Digital Age (ACM/Morgan & Claypool, 2015). With 

Lee Vinsel, he is a founder of the Maintainers, a global, interdisciplinary network of 

scholars and practitioners with interests in maintenance, infrastructure, repair, and 

the myriad forms of labor and expertise that sustain our human- built world.

Lucinda M. Sanders is cofounder and CEO of the National Center for Women and 

Information Technology (NCWIT), housed at the University of Colorado, Boul-

der. She held executive positions at AT&T/Bell Labs for over twenty years and was 

awarded the Bell Labs Fellow Award. She is a recipient of the 2013 U.S. News STEM 

Leadership Hall of Fame Award and holds six patents related to communications 

technology.

Brenda Trinidad is a doctoral candidate in human and social dimensions of science 

and technology at Arizona State University and a research assistant at the Center 

for Nanotechnology in Society. She has written on space tourism for Arizona State’s 

Consortium for Science, Policy, and Outcomes and for Slate.com.

Lee Vinsel is an assistant professor of science, technology, and society at Virginia Tech. 

His work centers on the relationship between governance and technological change. 

His book manuscript Taming the American Idol: Cars, Risks, and Regulations, examines 

the history of auto regulation from the birth of the industry to the present. With 

Andrew L. Russell, he is a founder of the Maintainers, a global, interdisciplinary net-

work of scholars and practitioners with interests in maintenance, infrastructure, repair, 

and the myriad forms of labor and expertise that sustain our human- built world. He 

earned a PhD in history from Carnegie Mellon University and held a postdoctoral fel-

lowship at the Harvard Kennedy School.

Matthew Wisnioski is an associate professor of science, technology, and society and 

a senior fellow of the Institute for Creativity, Arts, and Technology at Virginia Tech. 

He is the author of Engineers for Change: Competing Visions of Technology in 1960s 

America (MIT Press, 2012). He is at work on a book titled Every American an Innova-

tor that documents the rise of today’s ubiquitous culture of innovation. He is also a 

critical participant in the NSF’s Revolutionizing Engineering and Computer Science 

Department initiative at Virginia Tech. He received an MS in materials science and 

engineering from Johns Hopkins University and a PhD in history from Princeton 

University.



AAAS. See American Academy of Arts 

and Sciences

Abu Dhabi, 206–207, 210–211

Abu Dhabi Future Energy Company.  

See Masdar

Academia, 17, 43–45, 72–75, 94, 138, 

197, 209f, 275

Accelerated trust, 59

Accessibility, 105, 113, 233

equality and, 221, 224–225, 227, 287

of innovation education, 37, 295

of invention, 165

of technology careers, 42

Accountability, 109, 334, 336

Action, 56, 113, 152–153, 336–338

Adoption, 111, 150–154, 307

Africa, 121–122

African Americans, 107, 136–137, 138, 

221–222

commercialization of inventions, 

233–236

education of, 224, 225, 226f, 227

employment of, 227, 228–230, 229f, 

231f

in government, 236

institutions and, 230

patents of, 223, 227–228, 232, 

235–236

underrepresentation of, 6, 107, 237, 

239, 240

venture capital and, 233, 234, 236

Agency, of students, 34–35

Agglomeration, 86, 92

Agriculture, 151

Allen, Paul, 110–111

Alphabet, 32, 48n19

Alternative energy, 207

America COMPETES Reauthorization 

Act, 112, 114, 116, 121

American Academy of Arts and Sciences 

(AAAS), 1, 369

American Association of Inventors and 

Manufacturers, 169, 176

American Society of Mechanical 

 Engineers (ASME), 260

Anglican Church, 146–147

Anisoprint, 204f

Ansari X Prize, 111

Antonov, Fyodor, 204f

Apple, 99, 234, 263, 276

Apprenticeship, 224–225

Arable Labs, 77

Aristotle, 143, 158fn24

Arizona State University, 1, 277, 371.  

See also Center for Nanotechnology 

in Society at Arizona State University

Index

Note: Figures and tables are indicated by “f” and “t” respectively, following page 

numbers.



380 Index

Army, U.S., 61

Arrow, Kenneth, 3, 251

Artificial intelligence, 5, 276, 346

ASME. See American Society of  

Mechanical Engineers

Aspirations in Computing, 338

Assortative matching, 332

A&T State University, 30–34, 32f, 33f

Automation, 56,133, 370

Avdeev, Ilya, 39

Bacon, Francis, 141, 147

Baldwin, Matthias, 175

Ballay, Joe, 52–53

Banes, Charles, 173

Bauer, Leah, 39

Baura, Gail, 261

Bayh-Dole Act, 94, 236, 252–253

BCG. See Boston Consulting Group

Bell, Alexander Graham, 173, 251, 275, 

300, 302–306, 305f, 312f, 317, 320n5

Bell Laboratories, 153

Bentham, Jeremy, 148

Best Buy, 166, 275

Best practices, 41, 57, 136, 192–194, 

200, 211–215, 370

Bevy, 177

Bias, 149–150, 235, 276, 332

addressing, 333–334

corporations and, 334–336

employment and, 332–333, 335–336

gender, 328

organizational culture and, 329, 

333–336

pro-innovation, 149

racial, 225, 328–329

unconscious, 326–329, 370

workplace, 329

Bielefeldt, Angela, 261–262

Bierut, Michael, 249

Big Beacon Movement, 255

Bipartisan policy, 107, 124

Bitcamp, 41

Blake, Michael, 118

Blank, Steve, 73, 75–76, 78, 315

Blind audition screening process, 333

Bloch, Henry, 91

Bloch, Richard, 91

Boston Consulting Group (BCG), 51

Bough, Bonin, 62

Boundary objects, 192–193, 212, 

217n10

Brown, Alfred, 314

Brugh, Corey, 39

Burke, John, 75–76

Burnett, Mackenzie, 41

Burton, Henry, 146–147

Bush, George W., 125n3

Bush, Vannevar, 161n50

Business Model Canvas, 73, 74f, 315.  

See also Landscape Canvas

Calvin, John, 146

Cantos, Briana, 33f

Capital (Marx), 5

Capitalism, 20, 40, 260, 264

Capon, Robert S., 316

Capstone projects, 198, 254, 263, 352

Capture, 279n11, 372

Care, 7, 133, 137–138, 253, 266, 274, 

346, 371, 372

caretaking, 138, 262

ethics of, 249, 250, 258–264, 265

Carl, Fred, 89–90, 92

Carter, Charles, 152

Catholicism, 145–146

CCS. See Federal Community of Practice 

for Crowdsourcing and Citizen 

Science

CDIO. See Conceive, Design, 

Implement, Operate

CEI. See Center for Entrepreneurship 

and Innovation

Census, U.S., 109, 239

Centennial Challenges Program,  

125n3



Index 381

Center for Computer Science and 

 Innovation, 41

Center for Entrepreneurship and 

Innovation (CEI), 206

Center for Excellence for Collaborative 

Innovation (CoECI), 116

Center for Nanotechnology in Society at 

Arizona State University (CNS-ASU), 

352–353, 358–359, 362–363

Centers for Research, Education, and 

Innovation (CREIs), 203, 204f, 205, 

212

Challenge .gov, 112, 116, 117, 123

“Champions of Change,” 120

Change, 150–151, 156, 273

agents, 4, 5, 191

agents, students as, 25, 27–28, 30, 

34–36, 44, 253

intentional, 156

management skills, 255, 368

planned, 151

social, 17, 18, 138, 150, 278, 371

technological, 3, 93, 250, 251, 264–265, 

266, 301

Charles I (King), 147

Chetty, Raj, 232

Children, 2, 274, 320n18, 368. See also 

Computer Clubhouses; Lego/Logo 

robotics; Scratch

attention spans of, 288–289

computers and, 281–284, 287

creative environments for, 289, 293–294

as creators, 295–296

education of, 173, 175, 175f, 182t, 

274–275, 283–284, 285

exposure to innovative activity, 232

self-discovery among, 10

sense of community and, 289–290

Christensen, Clayton, 25, 252

Christopher, Kathryn, 33f, 39

Cisco, 235

Citizen science, 21–22, 105, 112,  

117–121, 122–124, 125n3

Citizen Science Association, 120, 121

CitizenScience .gov, 121, 123

Civic engagement, 17

Climate change, 191, 264, 266, 273

Clinton, Bill, 125n3

Clusters. See Industrial cluster

Code2040, 42–43

Code of Ethics, ASME, 260

Coding skills, 114, 275, 283, 292, 371

CoECI. See Center for Excellence for 

Collaborative Innovation

Cognitive frameworks, 300–303,  

307–309, 313, 320n18

Cognitive science, 62, 302, 320n13

Cold War, 7, 203, 211, 252

Collaboration, 18, 22, 39, 99, 106, 283. 

See also Teams

creativity and, 18–19, 51

culture of, 42

difficulty of, 36, 52, 54, 56–57

environment and, 36, 52, 62–66

in government, 108–109

interdisciplinary, 36, 55, 57, 59, 66

interdisciplinary sociotechnical, 

351–361

“Collabs,” 292, 298n20

Colorado School of Mines, 39

Comerica Bank, 178

Commercialization, 1, 20, 70–71,  

150–151, 153–154

gap, 230, 233–236

government and, 230, 236, 246n54

of invention, 153t, 154, 168, 172, 

181, 183, 221, 222, 224, 230, 233, 

235–236, 314

NSF and, 70–71, 75, 79f, 369

of research, 93–94, 195, 201

of technology, 113, 134, 208, 230

Committee on Science and the Arts 

(CSA). See Franklin Institute

Communication, 54, 59–60, 62, 76, 87, 

99, 307

Communism, 159n31



382 Index

Communities of practice, 57, 116–117, 

120–121

Community, 151

citizen science and crowdsourcing, 

117–119, 121, 123

Computer Clubhouse, 274, 289–291

engagement of, 40–41

entrepreneurship and, 316–317

of independent inventors, 168, 171, 

173, 181

learning and, 284, 292, 296

online, 44, 165, 166, 177, 274, 292–293

Quirky, 165–167, 179, 181, 182t

regional innovation and, 89–91, 95, 

97, 98

Scratch and, 274, 283, 292–293

spaces, 37, 64–65

student, 32, 34

Community colleges, 93, 95

Competitions

entrepreneurship, 29, 317

incentive prize, 112, 113–117, 123, 

124, 128n31

Competitiveness

as characteristic of innovators, 8,  

66, 196

economic, 4–5, 94, 150, 191, 205, 252, 

367, 368

Complexity, 52–54, 53f, 58, 66, 67n4, 371

Computer Clubhouses, 274–275, 371

Boston, 281

as global network, 281, 282f

impact of, 293–295

mentors at, 289–290

origin of, 284–287

principles of, 287–291

respect and trust at, 290–291

sense of community in, 289–290

Computer Museum, 284–286

Computers, 284, 287, 291, 307

Computer science, 31, 34, 36, 41, 70, 

226f, 228, 229f, 264

Comte, Auguste, 149

Conceive, Design, Implement, Operate 

(CDIO), 205–206

Concept, of innovation, 7, 134, 141–142, 

154, 155, 249, 258

Congress, U.S., 112–113

Constructionism, 287

Consulting services, 19, 51, 84, 150–151, 

320n18

Contreras, Michael, 113–114

Converse College, 31, 42–43

Copycat business, 79

Córdova, France, 78

Corporations, 6, 84, 97–98, 210,  

251–253, 334–336, 369

Cost structure, 74

Coulson, Thomas, 172

Counselors for Computing, 337–338

Cowan, Ruth Schwartz, 256, 257

Creative class, 4

Creative destruction, 135, 139n8, 156

Creative environments, 62, 289, 294

Creative learning spiral, 288, 288f

Creativity, 40, 54, 149, 151, 253, 305, 

314

caretaking and, 138

children and, 295–296, 299

collaboration and, 18–19

engineering and, 261

leadership and, 52

process and, 310, 311, 325

public schools and, 274

CREIs. See Centers for Research, 

Education, and Innovation

Critical innovation studies, 6, 9

Critical participation, 8, 13n39, 

371–372

Crowdsourcing, 22, 105, 110–113,  

116–121, 168, 177, 180t

CSA. See Committee on Science and the 

Arts

Csikszentmihalyi, Mihaly, 311

Customer discovery, 46, 73, 76, 79f, 

315–316



Index 383

D^2. See Design Discovery Program

D’Alembert, Jean, 148

Damore, James, 232

DasGupta, Babu, 75–76, 81n12

Data .gov, 109

Davidow, Mohr, 75

Da Vinci, Leonardo, 302

Delaney, Ann, 33f

Department of Commerce, 4

Department of Defense, 69, 113, 116

Department of Energy (DOE), 78, 

112–115

Deshpande, Desh, 41, 72, 201

Design, 18, 40, 55, 176–177, 192–193, 

287–288, 306, 353

Design Discovery (D^2) Program, 40

Design Hub, 40

Design thinking, 29, 38, 40, 46

Deviance, 4, 141, 145

Dialogue, 2, 8–9, 351, 367

Diffusion, 92, 134, 150, 154

Digital Youth Network, 293

Disciplines, 44, 52, 54–58, 198, 262, 

281. See also Interdisciplinarity

Discomfort, 371

Discontinuity, 253

Discrimination, 133, 136, 221, 232, 

240n5, 329, 370

gender, 221, 224, 236–237, 242n18

income and, 232–233

patents and, 227–228

racial, 221, 224, 237, 242n19

in STEM education, 224–227 

workplace, 224, 227, 232–233, 

236–237

Disk Detective, 118, 119f

Disruption, 2, 7, 137, 252, 256, 258, 

354, 361

Diversity, 12n26, 107, 108, 121, 276, 

279n8, 323

benefits of, 4, 324–325

economy and, 237–238

gender, 324–325, 327

lack of, 46, 136, 235, 374n8

organizational culture and, 337

patents and, 239–240

racial, 324

start-ups and, 324–325

teams and, 324–325

of thought, 51

venture capital and, 241n7

DOE. See Department of Energy

Downey, Gary, 13n39

Driverless vehicles, 128n31, 133

D.school (Hasso Plattner Institute of 

Design), 18, 27–28, 30, 35f, 36, 46

Dzugan, Katie, 32f

Eames, Charles, 249

Ebola, 121–122

Economic Theory of Development, The 

(Schumpeter), 163n77

Economists, 3, 87, 150–154, 221–223, 

251

Economy

clusters in, 20–21, 83–88, 86t

corporations and, 97–98

diversity and, 237–239

entrepreneurs and, 88–89

fear and, 94, 252

global, 4, 193

government and, 19, 94–97

growth of, 17, 20, 95–97, 150, 153, 

221, 237

inequality and, 19, 21, 136–137,  

221

“innovation economy,” 19, 208, 

221–240

local champions of, 89–93, 90f

measure of, 223

participation in, 97, 222–224

technology and, 3, 149–151

universities and, 93–94, 195, 207, 211

Edgerton, David, 256

Edison, Thomas, 172, 251, 275, 300–307, 

312–313



384 Index

Education. See also Higher education; 

STEM education

of African Americans, 221, 224, 225, 

226f, 227

of children, 173, 175, 175f, 182t,  

274–275, 281–284, 282f, 285

constructionism and, 287

curricula, 30, 44–45, 69, 73, 75, 78, 

198, 200, 261, 317

engineering, 26, 37, 201, 199f, 223, 

250, 254–255, 259, 260–262, 265, 

275, 315, 352

innovation and entrepreneurship 

(I&E), 26–27, 29, 31–34, 41–46

interdisciplinary, 41

interests and, 288–289

K–12, 40, 262, 337, 338

maker spaces and, 18, 29, 32, 37–38, 

38f, 40, 274, 282

policy and, 27, 350, 353, 359, 362

responsible innovation and, 350–351, 

361

student voice and, 41–42

system, 25–26, 27, 28

technology and, 284

of women, 224–227, 226f, 334

Edwards, Evan, 306, 318

Edward VI, 146

Efficiency, 153, 200, 261, 266

Eglin, Ellen, 233

Elitism, 21, 277, 368

Ellis, Kelly, 232

ELs. See Entrepreneurial Leads

Embedded humanists, 353–359. See also 

Critical participation

Emerson Process Management, 56

Empathy, 4, 22, 35, 40, 60, 371

design methods and, 18

Employment, 83, 90, 92, 97, 221.  

See also Unemployment

of African Americans, 227, 228–230, 

229f, 231f

automation and, 370

bias and, 332–333, 335–336

elimination of blue-collar, 133

engineering, 223, 227–230, 229f, 231f, 

254

ethnicity and, 231f, 332

government, 107–108, 230, 246n54

race and, 230, 231f

universities and, 18

of women, 228–230, 229f, 370

Empowerment, 25–26, 253, 273,  

368–369, 371

national, 47n4, 110f

personal, 18, 35, 371

young people and, 281, 284

Energy, 109, 113–114, 205, 207–211, 

266

Engagement, 40–41, 44–45, 352, 354, 

357

critical participation and, 371–372

public, 108

Engel, Jerry, 78

Engineering, 195, 198, 226f, 307, 353

civil, 257, 266

creativity and, 199f, 261

critical participation in, 13n36,  

13n39

education, 26, 37, 201, 199f, 223, 250, 

254–255, 259, 265, 275, 315, 352

employment, 223, 227–230, 229f, 

231f, 254

entrepreneurship and, 314–315

environmental, 210, 264, 359

liberal arts and, 352–353

as maintenance, 255–258, 265

mechanical, 39, 210, 260, 306, 355

professional societies, 221, 224, 227, 

260

students, 27, 137, 254, 258, 261, 264, 

303, 314, 330, 359

values and morals in, 259–264

workforce, 223, 257

Engineering and Physical Sciences 

Research Council (EPSRC), 348



Index 385

Engineering and Society, 275

Engineering Research Centers, 4

Engineers for Sustainable Medical 

Devices (ESMD), 39–40

Entrepreneurial Heroes, 338

Entrepreneurial Leads (ELs). See 

Innovation Corps

Entrepreneurs, 1, 5, 17, 153, 221

industrial clusters and, 88–89

as local champions, 89–93, 90f

mentors and, 316–317

mindset of, 75

networks, 91–92

as social agents, 87–88

universities and, 20

Entrepreneurship, 149, 253, 

258. See also Innovation and 

entrepreneurship

community and, 316–317

competitions, 29, 317

engineering and, 314–315

minorities and, 234

programs, 299, 317–319

promoting, 318

in research and teaching, 313–317

technology and, 315–316

Environments

auditing physical, 336

collaboration and, 36, 52, 62–66

creative, 62, 289, 294

injustice to, 84

Kiva-style conference rooms, 64–66, 

65f

laboratory, 304, 315, 353–358, 356f

learning, 281, 291, 293, 294, 296

organizational, 301

stereotypes and, 331

teams, 331, 336

that nurture students, 36–37

EPCOT Center, 251

Epicenter, 26–27, 28, 41

EPSRC. See Engineering and Physical 

Sciences Research Council

ESMD. See Engineers for Sustainable 

Medical Devices

Ethics, 250, 258–264, 350

Ethics of care. See Care

Ethnicity, employment and, 231f, 332

Expertise, 211–215

Experts. See Innovation experts

Externality, 61, 86–87, 99

External memory, 63–66, 65f

Facebook, 3, 41, 64, 69–72, 99, 177, 

276, 371

Failure, 51, 54–56, 80, 99, 167, 367

design process and, 35, 253

of individual approaches, 19, 56

inventor institutions and, 167, 177–181

overcoming, 3, 318

risk and, 80

Fear, 148

economy and, 94, 252, 274

inventors and, 176, 273

stereotypes and, 329

Federal Community of Practice for 

Crowdsourcing and Citizen Science 

(CCS), 120–121

Federal Crowdsourcing and Citizen  

Science Toolkit, 120

Federal innovation toolkit, 111–112

Federation of Atomic Scientists, 7

Feiber, Jon, 75, 76

Feminism, 4, 7, 258, 276

FIGS. See Fostering Innovative 

Generations Studies

Flextronics, 179

Flow, of ideas, 59–60, 310–315, 312f, 

321n23

Foer, Joshua, 65

Foresight, 352

Fostering Innovative Generations 

Studies (FIGS), 27, 47n9

Four Steps to the Epiphany, The (Blank), 73

Francis, Alex, 39

Franklin, Benjamin, 105, 251



386 Index

Franklin Institute, 135, 170f, 175f

Committee on Science and the Arts 

(CSA), 171–174, 186n27–28

as incubator for inventors, 168–173

museum, 174–175, 175f

patents and, 171

services of, 181, 182t

Freeman, Chris, 152

French Revolution, 147, 148–149

Galison, Peter, 302

Garage, The, 33

Gathers, Nadia, 31, 42–43

GDP. See Gross domestic product

Gender. See also women

bias, 328

blind audition screening process and, 

333

discrimination, 221, 224, 236–237, 

242n18

disparities, 367, 370

diversity, 279n8, 324–325, 337

gaps, 223, 232, 276

inequality, 7, 371

power and, 7–8

General Electric, 178, 179, 186n28,  

251, 301

General Motors, 251

General Services Administration (GSA), 

116, 120, 121, 124

Geography, 83–88

Geography of Innovation, The, 83–84

Georgia Tech, 41, 78

Gilligan, Carol, 258

Global competition, 5, 367, 368

Google, 32, 36, 45, 99, 276, 368

Gorman, Michael, 301–302, 303, 307, 

308, 320n11

Government, 4, 7, 13n36, 17, 19–20, 

368–369f

collaboration in, 108–109

commercialization and, 230, 236, 

246n54

employment with, 107–108, 230, 

246n54

federal innovation toolkit, 111–112

funding from, 70, 75, 107, 115f, 252, 

373n4

higher education and, 95, 194, 207, 

209f, 368–369

industrial clusters and, 94–97

intervention, 91, 259, 264

mandate of, 8, 71, 107–108, 109,  

200

as participatory, 108–109

patents and, 236, 252–253

project managers in, 123–124

regulations, 85, 100n5, 211, 279n11

Reinventing Government, 125n3

strategies of, 107, 108, 109–113, 110f, 

191

transparency of, 108–109

workplace inertia in, 108

Government Accountability Office, 

111–112

Graham, Ruth, 44–45

Grand challenges, 26, 39, 41, 110, 122, 

254

Gray, Elisha, 172, 302, 303

Great Recession (2007–2009), 71, 109, 

177, 223

Greece, and origins of innovation, 134, 

142, 144

Greenwood, Mississippi, 89, 90f

Griesemer, James, 217n10, 219n40

Gross domestic product (GDP), 195, 

234, 239, 256–257

Grosseteste, Robert, 144

GSA. See General Services 

Administration

Hackathons, 18, 29, 37, 122, 176, 275

Hackers, 123

Hahn, Marina, 167

Handshake, 43

Harley, Keshan, 122



Index 387

Hasso Plattner Institute of Design.  

See D.school

Hazan, David, 180

HBCU Innovation Challenge, 32

Hegemony, 369–370

Henry VIII, 146

Heresy, 143–146, 155

Hero’s journey narrative, 51–52

Heuristics, 17, 302, 303, 306

Higher education, 18, 25, 34, 45–46, 

46n1, 93, 95, 200, 205, 253

High-performance teams, 57–58, 58f

Historians, 22, 141, 221, 256

History, 141–142, 299–300

Hodkiewicz, Melinda, 263

Hoover, Herbert, 261

Horowitz, Andreessen, 166

“House of Magic,” 251

How might we mentality, 17

Hubris, 369, 370

Hughes, Thomas P., 300, 302

Human-centered design, 18, 55, 370

Humility, values and, 371

Hund, Hannah, 33f

I2V. See Invention to Venture

I-Corps. See Innovation Corps

IDEA (Interdisciplinary 

Entrepreneurship Alliance), 39

Identity, 328, 359, 371

of innovators, 7

of institutions, 192–193, 211–215

I&E. See Innovation and 

entrepreneurship

Imitation, 152, 162n61

In a Different Voice (Gilligan), 258

Incentive prizes, 110–111, 113–117, 124

Incentives, 43–45, 95, 105, 125n3

Inclusion, 106–107, 334–336

Income, 223, 228

discrimination and, 232–233

gaps, 222, 230, 232

gender and, 232

inequality, 238

median, 232, 244n32

multigenerational, 232

patents and, 233–234

tax, 238

of women, 230, 232, 244n32

Incremental problems, 56, 57f, 255

Incubators, 4, 30, 94

Indiegogo, 235

Industrial clusters, 85–99

dealmakers of, 89–93

entrepreneurs and, 88–89

government and, 94–97

local champions of, 89–93, 90f

multinational corporations and, 97–98

policy and, 99

successful, 88

technology and, 87–88

Industrialization, 221

Inequality, 136–137, 237–238, 273, 369

economy and, 19, 21, 136–137, 221

gender, 7, 371

income, 238

patents and, 232, 244n33

racial, 7, 136, 223, 232, 367, 370–371

social, 84

STEM education and, 224–227, 276, 

370, 374n8

wealth, 222, 230, 232, 236, 240

Information technology, 92, 205, 323, 

334, 339n1

Infrastructure, 84, 99, 133, 211, 257, 

265–266, 273, 370

Innovating for People, 19

Innovation. See specific entries

Innovation and entrepreneurship (I&E), 

26–27, 29, 31–34, 41–46

Innovation Corps (I-Corps), 2, 19–20, 

22, 46, 69, 77f, 135, 139n7, 275, 316

Business Model Canvas and, 73, 74f

commercialization and, 70, 75, 79f

curriculum, 73–75, 78

customer discovery, 73, 76



388 Index

Innovation Corps (I-Corps) (cont.)

Entrepreneurial Leads (ELs), 72–73, 

75, 76

grants, 76

growth of, 78

mentoring and, 71–73, 76–77

Nodes, 78, 79

Principal Investigators (PIs), 72–73,  

75, 76, 77, 79f

Sites, 78

Innovation experts, 1–5, 7, 14n41, 17, 

20, 122, 138, 192, 368, 370

Innovation gap, 222, 224, 233–237, 276

Innovation-speak, 249–250, 264–265, 

369, 372

critics and, 372

engineers and, 254–255

maintenance and, 257

moral hazards of, 257–258

universities and, 250–253

Innovation studies, 151, 251. See also 

Critical innovation studies

Innovator Imperative, 1, 6, 9, 22, 133, 

273–275, 277, 345, 362, 367–372

Innovators, 1, 3, 17, 112–113, 183, 367

characteristics of, 4, 5, 55, 79, 106, 

155, 197, 368, 373n1

as heretics, 144, 146

nations of, 110f, 113, 122–123

problems of, 52, 54

regions and, 83–84, 99

responsible, 345

student, 36–37, 82n19, 300, 318

Institutional review boards (IRBs), 211, 

347, 349

Institutions

accountability of, 334, 335f

African Americans and, 230

barriers to, 329, 332–333

change, 28, 42, 134, 204f, 252, 265, 

276, 369

culture of, 45, 265, 351

inventors and, 167–168, 181, 183

model, 192–193, 195, 212, 214–215, 

275

power and, 368–369

pro-innovation, 133, 191, 277, 372

start-up, 206, 214

structures of, 358, 361

value proposition, 44–45

Intel, 275, 276

Intellectual property, 107, 179, 182t

Interdisciplinarity, 57, 59, 66, 351–352, 

360–361

Interdisciplinary Entrepreneurship 

Alliance. See IDEA

International Electrical Exhibition,  

173–174, 185n24

Internet, 5, 80, 165, 276

Internships, 29, 42, 198, 224, 263, 

294–295

Invention. See also Playful invention

accessibility of, 165

cognitive framework of, 300–303, 313, 

320n18

commercialization of, 153t, 154, 168, 

172, 181, 183, 221, 222, 224, 230, 

233, 235–236, 314

corporatization of, 251

history of, 299–300

linear model of, 150, 152, 215,  

307–308, 308f, 312, 320n18

maintenance and, 256

mapping techniques, 303–306, 305f, 

310, 312

process, 300, 303–313, 305f, 308f, 

309f, 312f, 320n18

representations of, 304, 305f, 307

as social process, 256, 301, 309f,  

349

teaching, 300

Invention to Venture (I2V), 28

Inventors, 105

communities of, 168, 171, 173, 181

fear and, 176, 273

flow of, 310–313, 312f, 321n23



Index 389

Franklin Institute as incubator for, 

168–173

goals of, 311

independent, 167–168, 189n50

institutions for, 167–168, 181, 183

Inventors’ Guild, 169, 176

IRBs. See Institutional review boards

Iribe, Brendan, 41

Japan, 4, 94, 118, 252

Javorek, Justin, 32f

Jeppesen, Lars Bo, 116

Jobs. See Employment

Johnson-Laird, Philip, 302

Kainotomia, 143–144, 145

Kalil, Tom, 125n6

Karthikeyan, Ashwinraj, 317

Kauffman, Ewing Marion, 90–92

Kauffman Foundation, 5, 72, 195, 369

Kaufman, Ben, 165, 166f, 176–177, 179

Kemeny, Tom, 92

Kickstarter, 177

Kiva-style conference rooms, 64–66, 65f

Kleiner Perkins Caufield & Byers, 166, 

236–237

Kluster, 177

Koch Center for Integrative Cancer 

Research, 203

Krueger, Alan, 238–239

Kuchner, Marc, 117–118

Laboratory environments, 304, 315, 

353–358, 356f

Labor, 84–85, 222, 250, 256, 260, 265, 

269n28

Lakhnai, Karim, 116

Landscape Canvas, 29, 36. See also 

Business Model Canvas

Language, 10, 54, 153, 249, 335, 361. 

See also Innovation-speak

Last Week Tonight, 265

Latour, Bruno, 302

Laud, William, 146–147

Lawrie, LaRissa, 33f

Leadership, 52, 59, 334, 335f

industrial, 150

student, 18, 41

women and, 235, 323, 331

Learning

community and, 292, 296

creative learning spiral, 288, 288f,  

293

culture, 124

design and, 287–288

environments, 281, 291, 293, 294,  

296

experiences, 33, 37–39, 281

history and, 299–300

at MIT Media Lab, 284

opportunities, 28, 30, 31, 32, 34

reflexive, 351, 357–358

Lego bricks, Scratch and, 291

Lego/Logo robotics, 284–286, 286f

Lemelson Foundation, 5, 369, 373n4

Lemelson, Jerome, 5

Lemelson Center for the Study of 

Invention and Innovation, 14n40, 

320n18, 373n4

Lenoir, Tim, 189n50

Lewis, C. S., 147–148

Liberal arts, 93

engineering and, 352–353

Lifelong Kindergarten Group. See 

Computer Clubhouses

Life sciences, 92, 201, 203, 228

Linear model, 150, 152, 215, 307–308, 

308f, 312, 320n18

Local champions, of industrial clusters, 

89–93, 90f

Logo, 284. See also Lego/Logo robotics

London Business School, 324

Loong, Lee Hsien, 197

Lowe, Nichola, 98

Luca, Hugo Durantini, 118, 119f

Lucas, Elena, 113–114, 117



390 Index

Lucas, Peter, 52–53, 58

LUMA Institute, 19, 23n9, 55, 56, 370

Luther, Martin, 146

Machiavelli, Niccolò, 142, 145, 152

Macy, Roland H., 318

Magnanti, Tom, 197

Maintainers research network, 263, 264, 

269n28

Maintenance, 7, 133, 138, 249, 255–260, 

262–263, 265, 275, 371

MakerBot, 177

Maker spaces, 18, 32, 34, 37–38, 38f, 

40, 282

Make Schools Alliance, 48n24

Management schools, 154, 315

Manufacturing, 89, 107, 154, 167–168, 

172, 176, 179, 200, 234

Mapping techniques, 303–306, 305f, 

310, 312

Marion Laboratories, 90–91

Marshall, Alfred, 85–86

Marx, Karl, 5

Masdar, 207–208

Masdar Institute of Science and 

Technology, 194, 206–211, 214, 

218n15

education portfolio of, 208–210

mission and goals of, 210

MIT and, 207, 209f, 210, 211

research focus at, 210

sustainability and, 207–208, 210, 211

Massachusetts Institute of Technology 

(MIT), 2, 136, 195–201, 368–369

as brand, 213–214, 217n12

faculty, 196, 206, 212, 217n12

foreign partners of, 196, 218n16

global footprint, 212

goals of, 196–197

Masdar Institute of Science and 

Technology and, 207, 209f, 210, 211

Media Lab, 281, 283, 284, 288f

mission of, 196–197

Skoltech and, 202–203, 206

SUTD and, 197–198, 200

undergraduate education, 198, 200

Mattel, 178

MAYA, 19, 51, 373n1

complexity and, 52–53, 53f

double-helix framework of, 60–61, 61f

Kiva-style conference rooms, 64–66, 65f

LUMA and, 55–56

McMahon, A. Michal, 171

Mechanical representations, 170, 303, 

304

Mehalik, Matthew M., 320n11

Melvin, Leland, 105, 106f

Memory, 63–66, 65f

Mental models, 302–303, 304, 306, 

320n10

Mentoring

Computer Clubhouses, 289–290

entrepreneurs and, 316–317

fellows, 34

Innovation Corps (I-Corps), 69, 71–73, 

75–77

lack of, 235

#MeToo movement, 279n9

Micro-inequities, 329–330

Microprocessors, 54

Microsoft, 33, 42, 276, 294, 368, 371

Midstream modulation, 277, 353–354

Military, 6, 7, 195, 203, 252

Millard, Don, 78

Millennium Development Goals, 345

Mills, Tiye Garrett, 105, 106f, 117

Mindstorms (Papert), 284

Minorities, 2, 6, 19, 107, 136–138, 

234, 244n29, 276. See also specific 

minorities

Misogyny, 133, 276

MIT Energy Initiative (MITEI), 210

MIT model, 192–197, 211–215, 217n10, 

370

as boundary object, 193, 212, 217n10

expertise and, 211–215



Index 391

identity and, 211–215

legitimacy and, 211–215

MIT VMS. See Venture Mentoring 

Service, MIT’s

Mobile maker spaces, 37–38, 38f

Modernization, 150

Mondelez International, 62

Moore, Laurie, 32f

More Work for Mother (Cowan), 256

Morgan, Garrett, 233

Morrill Act (1862), 195

Morton, Jack, 153

Moss, Rosabeth Kanter, 8

Museums, 14n41, 168, 173–175, 217n10, 

293. See also Computer Museum

Musk, Elon, 237, 265, 300

Nanotechnology, 8, 209f, 348, 349, 352, 

353, 358

Nanyang Technological University 

(NTU), 200, 201

NASA. See National Aeronautics and 

Space Administration

National Academy of Engineering, 39, 

41, 254

National Aeronautics and Space 

Administration (NASA), 3, 105–106,  

112–113, 116, 118, 119f, 125n3, 205

National Center for Engineering Pathways 

for Innovation. See Epicenter

National Center for Women and 

Information Technology (NCWIT), 

276, 279n9, 324, 327–328, 333–338, 

335f, 371

National Collegiate Inventors and 

Innovators Alliance (NCIIA), 78.  

See also VentureWell

National Institute of Inventors, 169, 176

National Inventors Congress, 169, 176

National Nanotechnology Initiative 

(NNI), 8, 346–347, 352

National priorities, 5, 17, 21, 41–42, 

110, 110f, 149, 194, 367

National Science Foundation (NSF), 2, 

4, 19, 45–46, 69, 71–72, 79f, 113, 

223, 241n10, 253, 282, 324. See also 

Innovation Corps

broader impacts criterion, 349

CNS-ASU and, 362

commercialization and, 369

grants of, 20, 26, 50n41, 70, 373n4

risks and, 80

STEM Talent Expansion Program  

Center, 26

venture capital and, 70

National Society of Black Engineers, 225

National University of Singapore (NUS), 

200–201

National Venture Capital Association 

(NVCA), 234

Native Americans, 4, 64–65

NCIIA. See National Collegiate 

Inventors and Innovators Alliance

NCWIT. See National Center for Women 

and Information Technology

Neoliberalism, 6, 133, 370

Networks, entrepreneurs, 91–92

Neuroscience, 354

Neville, Henry, 147

NNI. See National Nanotechnology 

Initiative

Novelty, 79, 137, 142, 145, 147, 167, 

253, 273, 345–346

NSF. See National Science Foundation

NTU. See Nanyang Technological 

University

NUS. See National University of 

Singapore

NVCA. See National Venture Capital 

Association

OAI. See Office of American Innovation

Obama, Barack, 21, 34, 47n4, 105, 112, 

120, 124, 139n7

policy of, 106, 125, 125n3

SAI, 109–111, 110f, 114, 116



392 Index

#occupywallstreet, 40

Oculus, 41

Office of American Innovation (OAI), 

124

Office of Management and Budget,  

109

Office of Science and Technology Policy 

(OSTP), 21, 106, 108, 110, 120, 

125n6, 139n7, 374n8

Ohio Northern University, 36

Oliver, John, 265

Online community, 44

Quirky, 165, 166, 182t

Scratch, 274, 283, 292–293

Open Government Memorandum, 

108–109

Open innovation, 17, 21–22, 110, 111, 

125, 180

Organizational culture, 329, 333–337

Originality, 151, 152

Osterwalder, Alex, 73

OSTP. See Office of Science and 

Technology Policy; White House 

Office of Science and Technology 

Policy

Pao, Ellen, 236–237

Papert, Seymour, 284, 287

Parents, 2, 115, 176, 257, 259, 285

Participation, 9, 276. See also Critical 

participation

of African Americans, 225, 228

in economy, 97, 222–224, 227, 233

gaps, 224

public, 105, 108, 118–119, 347

of students, 44, 50n41, 283, 292, 352

of underrepresented groups, 8, 223, 

327

of women, 228, 276, 323–326,  

333–334, 336–337

Partisanship, 259

Partnerships, 314

community, 40, 180

faculty-student, 45

government, 21, 83, 120–122

industry, 46, 165, 178, 182t, 325

public-private, 72

Patent Act (1790), 107, 227–228

Patents

of African Americans, 223, 227–228, 

232, 236

application, 307, 310, 312, 316

assignment, 235–236

discrimination and, 227–228

diversity and, 239–240

Franklin Institute and, 171, 182

gap, 239, 276

government and, 236, 252–253

income and, 233–234

inequality and, 232, 244n33

laws, 176, 228

Quirky and, 165, 171

types of, 241n11

of women, 223, 227–228, 236, 323, 

339n1

Pathways to Innovation Program, 27

Peck, Charles, 314

Peers

collaboration and, 274, 293, 296

comparison to, 230, 235, 237

student, 31–32, 44–45

university, 202

Performance reviews, 332–334, 335f, 

336

Pharmaceutical industry, 84–85, 90–91

Phillips, Ryan, 36, 42

Phonograph, 172, 302, 305

Piaget, Jean, 287

Pigott, Charles, 148

Pinterest, 235

Pivot Power, 165–166, 166f

Planned change, 151, 156

Plato, 143

Play, 2, 8

Playful invention, 274, 281

Pocock, George, 142



Index 393

Policy, 1, 105, 107–113, 191, 193, 368

bipartisan, 107, 124

economic, 95, 150, 151, 238, 239–240, 

252

discriminatory, 221

education and, 27, 350, 353, 359, 362

experimentation, 108

implementation, 107

industrial clusters and, 97, 98, 99

“innovation policy,” 8, 111, 150, 152, 

252

literature, 195

Obama administration, 21, 106, 116, 

120, 125, 125n3

responsible innovation, 8, 346–350, 

358

science and technology, 150, 252, 347, 

349, 350, 353

tools, 105, 124, 150

Policymakers, 5, 21, 84, 94–95, 99, 122, 

192–193, 213, 252, 282

Policymaking, 107, 238–239

Politics, 8, 88, 133, 263–264

global economy and, 191–192, 193

innovation policy and, 135, 151, 349

meaning of innovation and, 6,  

141–143, 145, 146, 147, 215

technological fixes and, 251

Post-it notes, 63, 304

Power, 7–8, 368, 371, 372. See also 

Empowerment

Poyntz, Robert, 145

Price, William J., 171

Principles of Economics (Marshall), 85–86

Private property, 147, 159n31

Private sector, 17, 70, 95–96, 105, 117

commercialization and, 20, 79f, 236

crowdsourcing and, 111

employment and, 230, 236

government and, 20, 79f, 80, 109, 

110f, 111, 117, 230

Privatization, of public goods, 22

Prize competitions. See Incentive prizes

Process, 52–53, 66, 152–154, 221–224, 

237, 239, 261, 299, 301

creative, 310, 311, 325

design, 56, 281, 288f

innovation as sociotechnical, 6, 348, 

349

invention, 300, 303–313, 305f, 308f, 

309f, 312f, 320n18

learning, 37, 283, 285, 290

maintenance and, 256, 263

product development, 66, 165, 177

Proclamation against Those That Doeth 

Innouate, 146

Procter & Gamble, 43, 111

Product design, 40, 170, 177

Product life-cycle model, 87

Product-market fit, 71

Progress, 3, 80, 134, 138, 148–149,  

152–153, 156, 251, 319, 338,  

368–370. See also Social progress

Project Forage, 32

Project managers, in government, 

123–124

Protestantism, 145–146

Prototyping, 38, 55, 60, 61, 114, 177, 

304, 308f, 311, 320n18

Przestrzelski, Bre, 40

Publications, 118, 120, 172, 195, 310, 

355

Public good, 20, 22, 148

Public health, 121, 191

Public schools, 19, 274

Public welfare, 84

Pure Food and Drug Law, 100n5

Puritans, 145–146, 157n5

Q Holdings LLC, 180

Quality of life, 26, 124–125, 250, 259, 

260

Quirky, 135, 182t

bankruptcy of, 167, 179–181

crowdsourcing of, 168, 177, 179, 180

failure of, 177–180



394 Index

Quirky (cont.)

founding of, 165, 176–177

historical antecedents of, 167–168, 180

intellectual property and, 177, 179, 180

online community of, 165, 166–167, 

177–181

patents and, 165, 171

products, 165–166, 178–180

royalties of, 165–167, 177–180

services of, 165–166, 168–169, 179, 181

Race

bias and, 225, 328–330

commercialization and, 233

discrimination and, 221, 224, 237, 

242n19

diversity, 324

employment and, 230, 231f

ethics and, 262

inequality and, 7, 136, 223, 232, 367, 

370–371

segregation and, 221

stereotypes and, 330

Racism, 370

RCR. See Responsible conduct of 

research

Reddit, 237

Reflective practice, 8–9, 14n41, 259–

260, 288, 354–355, 357, 360–361, 

367, 371–372

Reflective Practitioner, The (Schön), 13n36

Reform, 7–8, 13n36, 18, 273, 373n1

Reformation, 142, 145–146, 149

Regions. See Geography

Regulations, 85, 100n5, 211

Reinventing Government, 125n3

Relwani, Karuna, 39–40

Renaissance, 144

Research and Development (R&D) 3, 4, 

150, 152, 256, 345, 361

commercialization of, 19, 94, 195

entrepreneurship in teaching and, 

313–317

labs, 227, 251

nanotechnology, 358

universities, 93, 191

Research Triangle Park, 83, 93, 95, 96f

Resnick, Mitchel, 283, 284, 287

Responsible conduct of research (RCR), 

347, 349

Responsible innovation, 8, 277, 

345–347

center-level impact, 358–362

collective, 363

education and, 350–351, 361

frameworks, 348

institutions and, 346

policy and, 346, 347, 348, 349–350

society and, 348–349

sustainability and, 346

training, 351–353

Retention, 42, 230, 331, 334

Revolution, 25, 145, 147, 148, 151, 156, 

163n76, 255, 257

Richards, Larry G., 306

Riddle, Ben, 40

Risks, 4, 22, 69–73, 80, 217n12, 236, 

246n54, 331, 348, 371–372

Robotics, 5, 284–285

Roesler, Daniel, 114

Rogers, Everett, 4, 150, 373n1

Rosanvallon, Pierre, 141

Route 128, 83

Royalties, 165–166, 177, 178, 179, 182t, 

234

Russia, 202–206, 213, 214, 215

research fields in, 205, 218n15

Russian Academy of Science, 202

Rutan, Burt, 110–111

SageFox, 26, 48n14

SAI. See Strategy for American 

Innovation

Sargant, William, 147

SBIR. See Small Business Innovation 

Research program



Index 395

Schochet, Gordon J., 154–155

Schomberg, René von, 346

Schön, Donald, 13n36

School for the Future of Innovation in 

Society (SFIS), 362–363

Schools, 34–36

engineering, 26, 254–255, 315, 352

management, 154

public, 274

real world and, 42–43

Scratch in, 293

Schumpeter, Joseph, 139n8, 142, 152, 

163n77

Schuurbiers, Daan, 355–356, 356f

Science and engineering (S&E) 

workforce, 223, 242n14

Science and technology studies (STS), 6, 

8, 13n39, 133, 217n10, 277–278, 350

Scientific American, 172

Scientific method, 80

Scissor analogy of mind, 62, 63f, 66

Scratch, 274–275, 281–283, 283f,  

291–295, 297n16, 298n20

S&E. See Science and engineering 

workforce

Seda, Alexandra, 36

Self-discovery, among children, 2, 10, 

20, 275,

Selvidge, Jennifer, 227

Sergoyan, Asya, 33f

Sexism, 2, 133, 224

Sexual harassment, 133, 227, 237, 276, 

279n9

Sexual orientation, 240n5, 327

SFIS. See School for the Future of 

Innovation in Society

Sharpe, Kevin, 151

Shock of the Old, The (Edgerton), 256

Silicon Valley, 18, 20, 83, 84, 88, 99, 

100n3, 258, 315, 339

Silicon Valley, 2

Silicon Valley Meetup, 30, 32, 33f, 36, 

43

Simon, Herbert, 62, 63f, 66, 302, 307

Simple Energy, 109

Sims, Peter, 35

Singapore, policy in, 200

Singapore-MIT Alliance (SMA), 201–202

Singapore-MIT Alliance for Research 

and Technology (SMART), 201–202

Singapore University of Technology and 

Design (SUTD), 194, 197–202, 199f, 

205

Sit With Me, 338

Sketching, 60, 63, 304–305, 311, 

312–313

Skills, 18, 25, 34, 52, 80, 282, 293, 318, 

332, 368

Skolkovo Foundation, 203, 218n16

Skolkovo Institute of Technology 

(Skoltech), 192, 194, 202–206, 204f, 

218n15

Skoltech. See Skolkovo Institute of 

Technology

SMA. See Singapore-MIT Alliance

Small Business Innovation Research 

(SBIR) program, 70, 71–72, 73, 75, 

81n2, 112–113

SMART. See Singapore-MIT Alliance for 

Research and Technology

Smiles, Samuel, 251

Smithsonian Institution, 5, 320n18, 

373n4

Social change, 17, 18, 138, 191, 273, 

278, 371

Social construction, 357

Social factors, 308

Social inequality, 84

Social innovation, 142, 159n31

Social Innovators and Their Schemes 

(Sargant), 147

Social justice, 122

Social order, 134, 147

Social process, innovation as, 256, 301, 

309f, 349

Social progress, 5, 6, 22, 191



396 Index

Social science research, 353

Social theory, 141

Society, 5, 290

goals of, 367

modern, 142

outputs to and inputs from, 309, 309f, 

312f

problems of, 134, 154, 264, 367

responsibility and, 348–349

technology and, 5–6, 250, 346,  

348–350, 368

Society for Women Engineers, 224

Socio-Technical Integration Research 

(STIR), 277, 353–358, 354f, 356f, 

361–362

Software, 43, 70, 114, 115f, 117, 257

Solar energy, 113–114, 209f

Solow, Robert, 3, 222, 251

Solutionism, 6, 372

Space, external use of, 63–64

Spiegel, Jonathan, 39

Spira, 43

Stanford University, 1, 27–28, 30, 35f, 

70, 77f, 330, 368–369

Star, Susan Leigh, 217n10, 219n40

Start-ups, 27, 43, 69–71, 73, 75, 94, 115f, 

166

diversity and, 237, 324–325

STEM education, 1, 112, 120, 121, 136, 

222, 252–253, 274

inequality and, 224–227, 276, 370, 

374n8

Stereotypes, 233, 329–332

Stewardship, 7, 90, 137, 138, 261,  

346

STIR. See Socio-Technical Integration 

Research

St. Isidore, 144

Stoudt, Brett, 122

StrataGent LifeSciences, 70

Strategy for American Innovation (SAI), 

109–111, 110f, 114, 116

STS. See Science and technology studies

Students, 175f, 300, 318–319, 352.  

See also Children

agency of, 34, 41–42

attitudes of, 34

as change agents, 25, 27–28, 30, 

34–36, 299

engineering, 27, 137, 254, 258, 261, 

264, 303, 314, 330

environments that nurture, 36–37

as Fellows, 18, 30–34, 32f, 35f

graduate, 72, 198, 281, 354–355,  

359

higher education and, 25, 45–46, 

306–307

motivation, 44

participation, 50n41

reaching all, 39–40, 282

skills of, 34, 316

as strategic thinkers, 29–30

value proposition, 43–44, 359

Sullivan, Luversa, 294, 295

SunShot Catalyst Prize Competition, 

114, 115f, 116

Surowiecki, James, 56

Sustainability, 134, 207–208, 210, 211, 

264, 345, 346

Sustainable Development Goals, 345

SUTD. See Singapore University of 

Technology and Design

Synthetic biology, 347, 354, 356f, 357

Talent, 1, 26, 58, 86, 201, 328

Teaching, 78, 262, 300, 306–307, 

313–317

Teams, 19, 51, 72–79, 79f, 237, 323

building, 52, 57–58, 58f

communication and, 54, 60, 62

diversity and, 235, 324–325

environments, 331, 336

friction in, 59–60

intelligence and, 325

interdisciplinary, 59

language and, 54



Index 397

life cycle of, 59, 66

structures, 56–57, 57f

Technical descriptions, 307

Technical work, 308, 351

Technocentrism, 274, 284, 295

Technolochicas, 338

Technology, 1, 80, 136, 142, 181, 209f, 

277, 313

change of, 250–251, 264–265, 266, 301

commercialization of, 98, 113, 134, 

181, 208, 230

complexity, 52–53, 66, 67n4

at Computer Clubhouses, 290

corporations and, 98

entrepreneurship and, 315–316

growth of, 149–154

high-risk, 71

industrial clusters and, 87–88

society and, 5–6, 250, 346, 348–350, 368

transfer, 19–20, 29, 191, 205–206, 369

unemployment and, 5

universities and, 94

utopia and, 265–266

women and, 323, 326–327

Technology Entrepreneurship Program 

(TEP), 315–316. See also University 

of Virginia

TEDx, 28

Teece, David, 151

Telegraph, 305, 306

Telephone, 302, 303, 305–306, 312–313

TEP. See Technology Entrepreneurship 

Program

Term, 6, 134, 143–145, 143f, 144t,  

154–155, 249–252. See also Concept, 

of innovation

Tesla, Nikola, 172, 275, 300, 310, 313, 

314, 319, 321n23

Thomson, Elihu, 170f, 172, 182t, 

186n28, 301

Tong, Raymond, 122

Tool kit, 112, 117, 120, 124, 338

Toqueville, Alexis de, 149

Tradition, 149, 253

Training, 8–9, 93, 136, 138, 182t,  

254–255, 275, 316, 367, 369

I-Corps, 75

for responsible innovators, 351

UIF, 29–30

Transaction costs, 86–87

Transparency, of government, 108–109

Trapp, Jaleesa, 293–295

Trillions: Thriving in the Emerging 

Information Ecology (Lucas, Ballay & 

McManus), 52–53, 58

Tronto, Joan, 262

True Ventures, 75

Trump, Donald, 124–125

Trust, 54, 59, 213, 290–291, 350, 357

Twitter, 133, 177

UIF. See University Innovation Fellows

Uncertainty, 43, 54, 88, 96, 254, 277, 346

Unemployment, 5, 223, 230, 231f, 

244n29

United Nations, 345

United States, 1, 3–4, 21, 47n4, 107, 

211, 239, 252, 347

United States Agency for International 

Development (USAID), 121–122

Universities, 1, 93–94, 299

core mission of, 253

designing, 192–193

employment and, 18

entrepreneurs and, 20

funding of, 252–253

I&E and, 25, 29

innovation-speak and, 250–253

politics and, 191–192

start-up, 192, 195–196, 212, 215

University Innovation Fellows (UIF), 

18, 22, 25–46, 102n30, 134–135,   

253–255, 275, 299

as growing movement, 45–46

program model, 43

training, 32f



398 Index

University of California, 70, 73, 352

University of Michigan, 78

University of Virginia (UVa), 275, 300, 

306–307, 316–317, 318

Engineering and Society, 275

TEP, 315–316

USAID. See United States Agency for 

International Development

User innovation, 28

US Patent and Trademark Office 

(USPTO), 223, 228, 232, 235–236

Utah Valley University, 37, 38f

UtilityAPI, 113–115

Utopia, technology and, 265–266

UVa. See University of Virginia

Values, 2, 6, 137–138, 156, 259–260, 

274–275, 371–372

alternative, 7, 10

research, 357

Venture capital, 69–70, 88, 234–237, 

241n7, 315, 325

Venture Mentoring Service, MIT’s (MIT 

VMS), 71–72

VentureWell, 26, 27, 41, 46n1, 47n6, 

78, 82n19. See also NCIIA

Viegas, Jaime, 209f

Viking Range Corporation, 89–90, 90f

Wahl, William, 171, 174

Waldhorn, Gina, 180

Wealth, 95, 137, 230, 234, 237–238

Wealth gaps, 222, 232, 236, 238,  

240

Westinghouse, George, 172, 314

Wheadon, Tanner, 37, 38f, 49n25

Whiteboard, 64–65, 65f

Whitehead Institute for Biomedical 

Research, 203

White House Office of Science and 

Technology Policy (OSTP), 21, 106, 

108–110, 115, 120, 125n6, 139n7, 

374n8

White House Science Fair, 42, 105, 106f, 

120

White House’s National Economic 

Council, 109

Wicked problems, 18, 52–54, 53f, 58f, 

66, 372

Wide-field Infrared Survey Explorer 

(WISE), 117

Williams, Bruce, 152

Willis, Angelica, 30–34, 32f, 33f, 40

Wink, 178–179

Wisdom of the Crowds, The (Surowiecki), 

56

WISE. See Wide-field Infrared Survey 

Explorer

Wishard, G. W., 167–168, 176

“Wizard of Oz” prototyping, 61

Women, 2, 6, 19, 107, 113, 116, 

136–138, 221–222, 241n12. See also 

gender

barriers for, 239, 326

confronting absence of, 276, 324–326, 

336–338

education of, 224–227, 226f, 334

employment of, 228–230, 229f, 370

ethics of care and, 262

housework of, 256

income of, 230, 232, 244n32

information technology and, 334

institutional barriers and, 230, 

332–333

media and, 328

micro-inequities and, 329–330

participation of, 323–324, 326, 333

patents of, 223, 227–228, 236

retention and, 230

at S&P firms, 235

in STEM education, 276

subtle dynamics and, 329–332

technology and, 323, 326–327

venture capital and, 236–237, 325

Woodrow Wilson International Center 

for Scholars, 120–121



Index 399

Woolgar, Steve, 302

Word. See Term

Workplace, 276, 328–330

biases, 332–333

discrimination, 224–225, 232

environment, 19, 230, 326

inertia, 108

policies, 230, 236, 240, 329, 332, 334

Workspace, 63–64, 224, 304, 315

World War I, 85

World War II, 3, 19, 134, 150, 195, 224, 

250

Wright, Sydney, 172, 174

X, 32, 48n19

Xenophon, 144

Xia, Alan, 35, 37

Yale, Linus, 175

Yellen, Janet, 238–239

YOUMedia, 293

Youth. See Children

Zien, Jake, 165–166, 166f, 168, 177, 

182t

Zizek, Slavoj, 266

Zoller, Ted, 91

Zooniverse, 118
















	Contents
	Series Foreword
	Acknowledgments
	1. The Innovator Imperative
	Championing Innovation
	Challenging Innovation
	Reforming Innovation
	A Dialogue on Innovation
	Notes

	I. Champions
	2. Introduction: Champions
	Notes

	3. An Innovators’ Movement
	The Context That Gave Rise to a Movement
	Students as Change Agents: A Paradigm Shift
	The Journey to Become a Fellow
	How Students Effect Change at Their Schools and Beyond
	From School to the Real World
	A Program Model That Works
	A Growing Movement
	Notes

	4. Building High-Performance Teams for Collaborative Innovation
	Increased Complexity and Wicked Problems
	A Literacy for Innovation
	Team Structures
	The Value of Creative Environments
	Conclusion
	Notes

	5. Raising the NSF Innovation Corps
	Notes

	6. Making Innovators, Building Regions
	The Tendency to Cluster
	Entrepreneurs: Building a Cluster While Building a Firm
	Local Champions and Dealmakers
	A Place to Educate
	The Role of the Government
	Beyond Borders: The Multinational Corporation
	Conclusion
	Notes

	7. Innovation for Every American
	Expanding the Federal Government’s Innovation Mandate
	Scaling Access: Innovation Policy in Action
	Conclusion: A Future That Engages Even More Americans
	Notes


	II. Critics
	8. Introduction: Critics
	Notes

	9. How Innovation Evolved from a Heretical Act to a Heroic Imperative
	Subversives and Heretics: 2500 BCE to the Sixteenth Century
	Innovation as Polemic: The Sixteenth to the Eighteenth Century
	Rehabilitating Innovation as Progress: The Eighteenth to the Nineteenth Century
	Theorizing and Enhancing Technological Growth: The Twentieth Century to Today
	Conclusion
	Notes

	10. Failed Inventor Initiatives, from the Franklin Institute to Quirky
	Quirky’s Historical Antecedents
	The Franklin Institute as an Incubator for Innovators
	The Franklin Institute Pivots
	Quirky Rises
	Quirky Fails
	Conclusion
	Notes

	11. Building Global Innovation Hubs: The MIT Model in Three Start-Up Universities
	Capturing the MIT Model: Similar Desires, Divergent Imaginations
	Singapore University of Technology and Design
	Skolkovo Institute of Technology (Skoltech)
	Masdar Institute of Science and Technology (Masdar Institute)
	Understanding Best Practices: Expertise, Legitimacy, and Identity
	Notes

	12. The Innovation Gap in Pink and Black
	Participation in the Innovation Economy
	Participation Gaps throughout the Innovation Ecosystem
	Why Does It Matter?
	Conclusion: What Is to Be Done?
	Notes

	13. Make Maintainers: Engineering Education and an Ethics of Care
	Innovation-Speak and the Transformation of American Universities
	Engineering Is Maintenance
	An Ethics of Care
	Conclusion: Making Maintainers
	Notes


	III. Reformers
	14. Introduction: Reformers
	Notes

	15. Designing Learning Environments That Engage Young People as Creators
	Learning at the MIT Media Lab
	The Origin of the Computer Clubhouse
	Clubhouse Guiding Principles
	Designing Scratch
	The Impact of Clubhouse and Scratch Programs
	Broader Support for Young People as Creators
	Notes

	16. Using the Past to Make Innovators
	Building a Cognitive Framework of Invention
	Teaching Innovation
	Adding Context to the Cognitive Framework
	The Entrepreneurial Turn in Research and Teaching
	Conclusion
	Notes

	17. Confronting the Absence of Women in Technology Innovation
	Why Does Addressing Women’s Absence Matter?
	Why Does Women’s Absence from Technology Persist?
	Call to Action: Addressing Biases and Creating Inclusive Organizational Cultures
	Conclusion
	Notes

	18. Making Responsible Innovators
	What Is Responsible Innovation?
	What Is Different about Responsible Innovation?
	How Can Responsible Innovators Be Educated?
	Big Social Science—It Takes a Center
	Socio-Technical Integration Research (STIR)
	Center-Level Impact
	Conclusion
	Notes

	19. Remaking the Innovator Imperative
	What Drives the Imperative?
	Consequences of the Imperative
	Remaking the Imperative
	Possible Futures
	Notes


	Contributors
	Index

